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RESPONSE TO EXTREME WEATHER IMPACTS ON

SUMMARY

TRANSPORTATION SYSTEMS

Extreme weather tests the people and infrastructure that make up our transportation sys-
tem. From maintenance crews rendering roads passable to planners assessing investments
for that same stretch of highway, state departments of transportation are on the front lines
in addressing impacts from the floods, hurricanes, and other weather events that are pro-
jected to increase in frequency, severity, and unpredictability in the future.

Eight cases involving diverse weather events depict the broad and evolving nature of
this challenge and identify many effective practices for addressing it. Often these weather
events were on a scale well beyond the prior scope of experience, making strong commu-
nication and increased coordination with federal agencies and other resources, including
in-house partners, critical.

Hurricane Sandy in New Jersey (2012): The storm visited the Jersey Shore for less
than a day but sent ocean water well inland, killing many people. The destruction of roads,
bridges, and other transportation infrastructure totals $2.9 billion.

River flooding in Iowa (2011): To avoid risks to population centers, authorities released
spring melt and recent rains collected at flood control dams into the river system near rural
areas, causing more than $50 million in damage to bridges and roads and inundating an
interstate for more than three months.

Intense rains, floods, and tornadoes in Tennessee (2010): Two days of intense rain
caused a once-in-a-thousand-years flood in central and western Tennessee, submerging an
interstate and killing several people. The cost for transportation impacts was $45 million.

Intense rains and floods in Washington state (2007): Snowmelt, rains, and a Pacific
wind storm led to widespread flooding, including in the Chehalis River basin, putting a
segment of the main interstate between Portland and Seattle under 10 feet of water. The
shutdown of that lifeline lasted about 4 days, resulting in $47 million in lost economic
output. Statewide transportation damages totaled $23 million for state and interstate high-
ways, and $39 million for city and county roads.

Tropical Storm Irene in Vermont (2011): Tropical Storm Irene hit Vermont at a time
when its ground was already saturated with rain, leading to record flooding. The 2 to 3 days
of flash flooding damaged 500 miles of highway and 200 bridges, and left 1 1 com- munities
stranded. Recovery of the transportation system is expected to cost between $175and $200
million.

Severe snowstorms in Alaska (2011-2012): An unusual cycle of heavy snow and rain
led to 18 feet of snow in the marine town of Cordova, Alaska. The cost to the state and the
municipality to remove it was more than $600,000 and nearly 25 times the town’s annual
snow-removal budget.
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Drought and wildfires in Texas (2011): The worst drought on the state’s records led to
pavement damage and more than 30,000 wildfires throughout 2011. For many fires, the state
department of transportation was asked to support the state’s primary land management and
fire control agencies; it later invested in protection equipment for its own crews. Pavement
damage under the high heat conditions totaled $26 million, while support to wildfire control
cost $5 million.

Prolonged heat event in Wisconsin (2012): Temperatures soared in the summer 0f 2012,
causing from 30 to 40 incidents per day of heat buckling on Wisconsin roadways. Costs for
repairs totaled $800,000 to $1,000,000.

These events had diverse impacts and covered different geographies, but it was possi- ble
to analyze each case example under a common framework: Operations, Maintenance,
Design, Construction, Planning, Communications, Interagency Coordination, and Data and
Knowledge Management. The review of activities in these areas produced a list of lessons
learned and related practices that other states can utilize or tailor to suit their own circum-
stances. Some of these are:

Findings related to state-level responses to extreme weather

+ Reimbursement from federal programs drives many state practices.

+ Interagency coordination is important to the efficient allocation of tasks and resources,
including activities with National Guard and Emergency Management Assistance
Compact support.

+ Investments in training (e.g., emergency management, federal program reimburse-
ment, geographic information system, and other subjects) was a common practice often
cited as having facilitated response and recovery.

* Meetings, workshops, and other structured activities help state personnel share and
document knowledge in preparation for future similar events.

Findings related to a obtaining a unified, accessible knowledge base in this area

+ Utilizing geospatial data to identify sites at risk and safe locations.

+ Sharing information through online platforms, such as SharePoint and WebEOC, to
enable a quick response.

* Developing After Action Reports and other records of effective practices and lessons
learned from extreme weather events.

+ Developing succession planning and record retention strategies to retain knowledge.

This report concludes with research needs, based on current gaps in knowledge or prac-

tice, including:

* Collect a common set of information from states that experienced the same extreme
weather event to learn about differences before, during, and after the event as well as
the lessons learned identified by each state;

* For each state, identify the extreme weather events projected to occur with more fre-
quency or intensity in the future, develop a framework for an organized response,
and collect a standard set of information and materials on previous events of a similar
nature; and

» Develop research tools for identifying benefits and costs and the return on investment
in extreme weather preparedness, resiliency, and adaptation strategies.

Identifying common and recurring practices will help to establish a knowledge base for

extreme weather preparedness and resiliency, aiding the significant investment decisions in
infrastructure and human capital that will be made in the future.
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CHAPTER ONE

INTRODUCTION

OBJECTIVE

The objective of this Synthesis Report is to identify common
and recurring themes in state-level responses to extreme
weather events that affect transportation in the United
States—both operations and infrastructure—and to contrib-
ute to the development of a unified, accessible knowledge
base for this wide-ranging topic area.

BACKGROUND

Extreme weather events have costly impacts—in both
human and monetary terms. For example, the National
Oceanic and Atmospheric Administration (NOAA) found
2011°s weather events to be the most expensive on record
(NOAA n.d.). Physical damage and other effects on trans-
portation systems from extreme weather highlight current
vulnerabilities as well as future risks. Several U.S. states that
have experienced extreme weather events are seek-ing
ways to build more resiliency into their infrastructures
(FHWA n.d.); for example, New Jersey, post—Hurricane
Sandy, is seeking $2.3 billion for this purpose (Community
Development Block Grant Disaster Recovery Plan 2013). At
the same time, climate change projections suggest extreme
weather events may occur more frequently and with greater
severity in the future (National Climate Assessment 2013).

To address this risk to the nation’s infrastructure, TRB
has funded research on the threats to transportation invest-
ments and the potential ways to address them [Potential
Impacts of Climate Change on U.S. Transportation 2008;
NCHRP Project 20-83(05) n.d.; Baglin 2012]. Also, FHWA
funds state-level planning efforts to manage the extreme
weather and climate change risks to the nation’s investments
in transportation infrastructure (FHWA n.d.). State depart-
ments of transportation (DOTs) and metropolitan planning
organizations in the following states have participated in
the FHWA pilot program: Alaska, Arizona, California,
Connecticut, Florida, Hawaii, lowa, Maine, Maryland,
Massachusetts, Michigan, Minnesota, New Jersey, New
York, Oregon, Tennessee, Texas, Virginia, and Washing-
ton (FHWA n.d.). Federal programs established to help
transportation systems recover from disasters and extreme
weather impacts are evolving to address questions around
resiliency (FHWA 2012, 2013b). More broadly, as this

report went to press, the president signed Executive Order
No. 13,653, “Preparing the United States for the Impacts of
Climate Change” [78 Fed. Reg. 215 (Nov. 6, 2013)], which
includes relevant directives to all major federal agencies
including the Department of Transportation.

A benefit—cost analysis to support an investment decision
could consider extreme weather or climate change as one of
many risks; however, efforts to conduct even high-level risk
assessments to support decision making in the transporta-
tion sector suggest that the actual availability of credible,
actionable data is an important consideration (McLaughlin
et al. 2011). There is an economic benefit from investing in
the data sets and data collection technologies—especially
geospatial data—that support extreme weather prepared-
ness and response (Dasgupta 2013). Additionally, compara-
tive studies that seek to weigh returns on investment require
choices over appropriate methods and sound data; actual
decision making on resiliency projects can require a certain
level of detail in data sets in order to meet program and legal
compliance. Yet the data and information needed to make
short- and long- term decisions may not be fully understood
or defined. Put another way, extreme weather events are
termed “extreme” largely because they are rare (Levidkan-
gas et al. 2011); as such, there may not be routine collection
of the data most suitable for decision support.

There are many ways that organizations can manage risks
under such uncertainty, including development of a knowl-
edge base. The emergency management community for
example has highlighted accepted processes and protocols in
key sectors, including those for transportation (Wallaceet
al. 2010). The emergency management community also is
building a knowledge base for future decisions and action,
such as the Lessons Learned Information System spon-sored
by the U.S. Department of Homeland Security. Manyother
sectors are organizing to address current and future
responses to extreme weather and, more generally, climate
change. For example, the National Climate Assessment, a
program of the U.S. Global Change Research Program, con-
venes the National Climate Assessment Network, known
as NCAnet. Nearly 100 nonfederal entities have organized
under NCAnet to discuss and act on issues of common inter-
est relating to climate change response, forming Affinity
Groups to structure the dialogue around key topics (Cloyd et
al. 2012; Staudt et al. 2012).
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Affinity Groups are a type of Community of Practice,
which are recognized tools for information sharing (Wenger
2002). The practice of actively acquiring, creating, and shar-
ing knowledge is called Knowledge Management. In addi-
tion to Communities of Practice, a common Knowledge
Management tool is a data collection framework. Such a
framework can become the foundation for databases to store
and share information. An example is the Climate Data Ini-
tiative in the President’s plan to prepare the country for the
impacts of climate change (The President’s Climate Action
Plan 2013).

A key element of a data collection framework is gover-
nance, such as setting the objectives for data collection and
agreeing on data analysis methodologies and tools. Informa-
tion governance is especially important when databases will
contain multiple kinds of content, such as lessons learned,
observed practices, and key decisions. A strategy to classify
content types and categorize topics can support the creation
of a successful database. For wide-ranging subjects, this cat-
egorization—or taxonomy—strategy enables diverse users
of a database to find what they are looking for more easily
through the use of multiple filters. Sample projects utiliz- ing
a taxonomy strategy include web portals, such as AAS-
HTO’s Workforce Toolkit, TRB’s Freight Data Dictionary
and Transportation Research Thesaurus, and the U.S.DOT
Climate Change Clearinghouse. Such Knowledge Manage-
ment tools can help users, such as state DOT staff, search
for, assess, and leverage the content most relevant to their
circumstances. As noted, a starting point is agreeing on key
categories and their scope.

The review for this Synthesis Report proceeded from this
background.

REPORT STRUCTURE

This report’s intended audience is state DOT decision mak-
ers. The activities that constitute a state DOT’s response to
extreme weather occur at all levels: planning, budgetary, and
those business offices that support front-line employees and
managers before, during, and after extreme weather events.

Chapter two describes case examples from eight state
DOTs that have managed the impacts of extreme weather
events in the past decade. The case examples present
approaches to addressing extreme weather effects, cat-
egorized according to functions commonly conducted by
state DOTs, including operations, maintenance, planning,
construction, design, public communications, interagency
coordination and data and Knowledge Management. Activi-
ties in related areas, such as emergency management, are
addressed when appropriate. Each case example includes a
summary of practices that may assist in addressing extreme
weather impacts.

Chapter three presents synthesis results. The chapter first
summarizes the various lessons learned and practices across
all case examples by the functional categories used to
structure chapter two. Next, additional categories or subcat-
egories that emerged from review and synthesis of the case
examples are identified and described.

Chapter four presents findings and suggestions for fur-
ther study.

RESEARCH METHOD
There were two main study elements to this Synthesis Report:

* A literature review of reports, articles, and interviews
in the media, as well as other work products on extreme
weather events and their impacts on transportation,
occurring between 2002 and 2012 in the United States.

+ Case examples that were selected based on information
from the literature review and initial interviews with
state DOTs, later supplemented by structured inter-
views and focused research on the extreme weather
event in question.

This Synthesis Report was supported by a panel of
experts from multiple disciplines, including state DOT
operations and maintenance, emergency management, and
sustainability units, as well as academics and consultants
who are experts in transportation and climate change adap-
tation. Detailed descriptions of methods used and materials
reviewed, as well as a profile of interviewees, are presented
in Appendix A. Appendix B includes the interview discus-
sion guide used with every interviewee.

GLOSSARY AND ACRONYMS

The focus of this Synthesis Report is extreme weather and
ways to address its consequences, particularly its impacts
on state DOT missions. This report uses several terms, such
as “operations” to describe common mission-related func-
tions of state DOTs that are likely to be familiar to the broad
TRB audience. These terms are not defined, given variances
within every state.

Other terms used in this report, such as “Incident Command
System,” fall under the rubric of emergency management.
Under emergency management procedures, state transporta-
tion staff responsible for one function may get assigned tem-
porarily to a different but related area of responsibility. The
case examples note the management scheme in place both at
the time of the extreme weather event and afterward.

The glossary provides details on the usage of certain
terms. The case examples expand on such details as needed
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to distinguish the particular circumstances of a state.
Recurring words and phrases are represented by acronyms
throughout the report. A list of the most common acronyms
follows the glossary.

Glossary

State DOT—A state department of transportation, including
agencies whose names may not include the phrase “depart-
ment of transportation.” A state DOT is the primary agency
in a state that owns, operates, regulates, and manages state-
wide transportation infrastructure.

Emergency Management—The broad class of agencies or
people involved in the practice of managing emergenciesand
other incidents of all kinds.

Incident Command System (ICS)—A standardized on-
scene emergency management construct specifically
designed to provide for the adoption of an integrated organi-
zational structure that reflects the complexity and demands
of single or multiple incidents, without being hindered by
jurisdictional boundaries. ICS is the combination of facili-
ties, equipment, personnel, procedures, and communica-
tions operating within a common organizational structure,
designed to aid in the management of resources during inci-
dents. It is used for all kinds of emergencies and is applicable

to small as well as to large and complex incidents. ICS is
used by various jurisdictions and functional agencies, both
public and private, to organize field-level incident manage-
ment operations.

Knowledge Management—Comprises the variety of
principles, strategies, and practices used by an organization
to identify, collect, organize, preserve, disseminate, share,
generate, and apply critical knowledge.

Acronyms
DDIR  Detailed Damage Inspection Report
EM Emergency management
EO Emergency operations
ER Emergency relief
ETO Emergency Transportation Operations
FEMA Federal Emergency Management Agency
ICS Incident Command System
PA Public assistance
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CHAPTER TWO

CASE EXAMPLES

INTRODUCTION

Case examples are tools for assembling and transferring
knowledge on a subject into a single synthesis. The goal of
this Synthesis Report is to identify common or recurring ele-
ments in state DOT responses to a diverse range of extreme
weather events in order to advance state DOTs’ capabilities
for addressing future events. The case examples here describe
state activities in both a narrative and a bulleted form. Through
the use of multiple formats, case example elements can be
understood in context and also when compared across case
examples for the purposes of the synthesis in chapter three.

The case examples have four main sections. The first three
are an Introduction, an Event Summary, and a review of state
DOT activities by certain common categories : Operations
and Maintenance, Design and Construction, Planning, Com-
munications, Interagency Coordination, Data, and Knowl-
edge Management. The fourth section—Lessons Learned
and Related Practices—derives from the review of state
DOT activities in a given case example.

CASE 1: NEW JERSEY—HURRICANE SANDY (2012)
Introduction

The New Jersey Department of Transportation (NJDOT)
is responsible for maintaining, developing, and operat- ing
the state’s highway and public road system, including
interstate, federal, and state highways. There are more than
38,000 miles of roadway in New Jersey, constituting one of
the densest roadway systems in the United States (4ssessing
New Jersey’s Transportation System 2005). NJDOT devel-
ops intermodal policies on freight and shipping that cover
trucking, maritime, air, and rail freight (4ssessing New
Jersey’s Transportation System 2005). NJDOT, through NJ
Transit, also funds and supports nearly 240 bus routes and
11 rail lines. As such, NJ Transit is the nation’s third-larg-
est provider of bus, rail, and light rail service (“NJ Transit
About Us” n.d.)

In 2012 the storm known as Hurricane Sandy made land-
fall near Atlantic City and took a rare westerly path inland
from the coast and into Pennsylvania (see Figure 1). Ocean
water followed the storm inland, causing severe flooding all

along the East Coast and up into Maine (Blake et al. 2013).
Sandy caused $2.9 billion in damage to New Jersey’s entire
transit, road, and bridge system, with $400 million in dam-
age to the transit system alone (Blake et al. 2013). Sandy also
damaged more than 340,000 homes and caused billionsin
economic losses (Community Development Block Grant
Disaster Recovery Plan 2013).
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FIGURE 1 Hurricane Sandy impact area on the New Jersey
Shore. Dots highlight some of the areas with significant
impacts (Source: USGS 2012).

The following case example describes actions taken by
NIDOT to address the storm’s impact and focuses on the
damage to roadways along the Jersey Shore.

Event Summary

The weather event ultimately known as Hurricane Sandy
began near the west coast of Africa on October 11, 2012.
After nearly two weeks, on October 24, it was officially a
hurricane and located off the coast of Jamaica (Blake et al.
2013). For NJDOT, that date “started the clock,” particularly
because models projected that New Jersey would be at the
center of the storm. Initial preparedness efforts begun by
NIDOT on October 24 included the following:

+ Contact with the state Emergency Operations Center
+ Dialogue in the form of e-mails and NJDOT staff
review of preparedness checklists
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* Tree cutting and weed removal to minimize debris and
sewer pipe cleaning to optimize drainage by mainte-
nance crews

+ Staff checks of communications systems, flashlights,
and other backup equipment, as well as checks of bulk
fuel tanks and vehicles, which were topped off, as
appropriate.

* Development of evacuation plans, including consid-
eration of contraflow plan in consultation with state
police.

On the morning October 26, the state’s Office of Emer-
gency Management increased alerts from Level 1 to 2.The
State Emergency Operations Center facility in West Trenton,
on the eastern side of the state, along the Penn- sylvania
border, was readied to go to the next level. At that point
NJDOT created a job number for tracking the depart- ment’s
costs related to Hurricane Sandy, which was then in the
Bahamas.

In the afternoon of October 26, the state Office of Emer-
gency Management increased alerts to Level 3 and held
two statewide teleconferences. In these calls, each state
agency of relevance in a major weather event, includ- ing
NJDOT, reported on their preparedness efforts and heard
forecasts and projections from the National Weather Service
(NWS). Those on the line included other state agencies,
county offices of emergency management, and
municipalities. The business rule for the meeting was to
listen in for situational awareness purposes, and any feed-
back was directed through the state police. In addition to
other preparations, Level 3 triggered NJDOT activities for
locking down its 17 drawbridges, actions that included the
evacuation of drawbridge operators and notification of the
Coast Guard.

On October 26, officials in Cape May County advised

residents on barrier islands to evacuate (“Christie Declares
State of Emergency . . .” 2012). There was also a volun-
tary evacuation for Mantoloking, Bay Head, Barnegat Bay,
Barnegat Light, Beach Haven, Harvey Cedars, Long Beach,
Ship Bottom, and Stafford in Ocean County (“Ocean County
Towns Issue Voluntary Evacuations” 2012). The Governor
ordered all residents of barrier islands from Sandy Hook to
Cape May to evacuate (“Hurricane Sandy:
N.J. County by County Evacuations, Flooding, Closings”
2012). This area included Atlantic City, where the Governor
also closed down the casinos (“Christie Declares State of
Emergency . ..” 2012).

During this time, NWS declared the storm no longer a
hurricane and projected that it would be a tropical cyclone at
landfall. Sandy was becoming extra-tropical, which meant
it could easily connect with nearby fronts and troughs and
thereby increase in size. Sandy was, in fact, growing. Also,
some models included the possibility of a rare westerly

course rather than a coastal path, though many other models
showed a coastal or seaward path (Blake et al. 2013).

Because Sandy was extra-tropical, the NWS National
Hurricane Center and the local offices of the NWS did not
release a hurricane warning. A warning would have set in
motion extensive processes for the dissemination of informa-
tion to the public, but NWS was concerned about confusion
by the public over NWS terminology and its significance. As
a result, the information products available from the NWS
were largely forecasts indicating severe weather anda
“downgraded” hurricane (Henson 2012; Blake et al. 2013).

NIJDOT emergency management personnel paid close
attention to weather forecasts and supplemented what they
heard with their own analysis. For example, NJDOT staff
assessed the storm surge risk from Sandy with NOAA’s Sea,
Lake, and Overland Surges from Hurricanes model, known
commonly as the SLOSH model, and determined the range
of storm surge possible from the magnitude of the storm
projected. Based on their in-house analysis, NJDOT pulled
crews from two maintenance yards, including one to the
south near Cape May.

At the end of day on Friday, October 26, NJDOT had set
its activation times for the coming weekend, including estab-
lishment of an “H-Hour.” “H-Hour” was the time Sandy’s
winds were expected to be greater than 39 mph, which was
projected to be Sunday night/Monday morning at 2 a.m. The
activation timeline meant all three NJDOT regions were on
alert, and the activities at the Statewide Traffic Management
Center in Woodbridge, were increased beyond their usual
24/7 readiness. The system’s 511 resources were increased.
A key goal also was to ensure state workers were pre-
positioned and hunkered down when top winds came. By
October 27, preparedness activities were fully under way,
and NJDOT was “waiting for Sunday,” October 28, the day
when the storm’s early effects were expected to arrive. By
6:00 p.m. on Sunday, October 28, the state was at Level 4,
and NJDOT crews were reporting to maintenance yards as
a pre-positioning measure. NJ Transit suspended operations,
and ferry service was shut down. On Monday, October 29,
rain and winds hit New Jersey, and the storm made landfall
at 8:00 p.m. that night.

Hurricane Sandy sent a flood of ocean water over coastal
seawalls and inland through inlets and rivers. According to
a report by the National Hurricane Center:

Sandy spared few parts of the central and northern New
Jersey coast. The damage in the community of
Mantoloking highlights the severity of the storm surge
and waves across this region. A majority of structures there
were flooded, badly damaged, or destroyed. The surge
even carved a path through the barrier island, creating two
new inlets In Seaside Heights, the iconic

Casino Pier and Funtown Pier were destroyed; the loss of
the latter caused the destruction of the local amusement
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park Long Beach Island, a barrier island offshore
of the central New Jersey coast, suffered catastrophic
damage with nearly every house on the seaside shore
extensively damaged. The communities of Union Beach
and Sea Bright witnessed similar devastation. The storm
surge also pushed water into New York Bay and up the
Hudson River, causing massive flooding in Jersey City.
The surge into Raritan Bay forced water up the Raritan
River that resulted in flooding in nearby Sayreville. Rescue
efforts by the National Guard were required to save
residents stranded in the town. About half of the city of
Hoboken was reportedly flooded, and at least 20,0000f
its residents were surrounded by water at the peak of the
surge The rail operations center of the New Jersey
Transit Authority in Kearny was flooded by up to 7 ft
of water, damaging as many as 74 locomotives and 294 rail
cars, and several weeks passed before rail services resumed
(Blake et al. 2013).

More than 116,000 people were under mandatory evacua-
tion order and displaced at the height of the storm (Blake et
al. 2013). In some places, storm surge deposited 4 ft of sand
onto roadways (Hutchins 2012). During and immediately
after the storm hit on October 29, telephones landlines were
down or broken. As a result, the NJDOT Chief of Operations
Support, who was on site at the Statewide Traffic Manage-
ment Center, could not communicate with NJDOT’s regional
operations centers around the state. Cell phone networks were
overloaded and unreliable. One-third to half of NJDOT had
no power and the rest was relying on emergency generators.
NJDOT’s Information Technology system had few, if any,
problems, while NJDOT facilities in several parts of the state
had wind and flood damage, as seen in the Kearny example
cited by NOAA. NJ Transit was shut down entirely, and every
rail line experienced damage of some kind (Community
Development Block Grant Disaster Recovery Plan 2013).

NIDOT officials developed their initial characterization
of key issues when there were few communication channels,
little power, and extensive physical damage. They determined
the most immediate concerns for NJDOT operations were col-
lecting debris from rights-of-way, addressing road closures
(then totaling 588, including those closed as a result of downed
power lines), and managing a major highway wash-out at
Mantoloking. Fuel shortages, another major issue, emerged
within a day of the storm passing through. To address this mat-
ter, NJDOT, in coordination with law enforcement, opened up
five of its maintenance fuel facilities to private citizens in the
medical and emergency response professions. NJDOT also
addressed the 1,100 traffic signals downed by power outages or
wind. Much of this coordination was overseen by the Chief of
Operations Support, still in the Statewide Traffic Management
Center facility in Woodbridge, during a time when telecom-
munication lines were still poor.

When NJDOT had stabilized the services under its
responsibility, it began its recovery phase. Clearing and
reconstruction by NJDOT occurred at a steady pace, even
as a November 7 snowstorm came through the region and

required evacuation of NJDOT resources as well as others
from the barrier islands. Despite this and other challenges,
working 12-hour shifts back to back, day after day, NJDOT
was able to remove its crews from shore communities by
Christmas 2012. Across the state, recovery from Hurricane
Sandy was ongoing when this report went to press.

State DOT Activities
Operations and Maintenance

As the threat from Sandy became apparent, NJDOT quickly
shifted into its emergency preparedness mode. Management
defined key activation times for the weekend of October 27—
28, which helped drive decisions before those mile-stones.
One such decision was the go/no-go decision on whether to
institute contraflow for east-to-west evacuations.Because the
shore population was not as high as it is dur- ing the tourist
season, the New Jersey Office of Emergency Management
and NJDOT did not initiate contraflow; work-ing with the
New Jersey Turnpike Authority, of which the Commissioner
of NJDOT is the Chief Executive Officer, it did suspend tolls
on the northbound Garden State Parkway and the westbound
Atlantic City Parkway, starting at 6:00

a.m. on October 28 (“Christie Declares State of Emergency
.. .7 2012). Other preparedness was as described earlier:
clearing existing debris and pre-positioning resources based
on projected storm impacts.

After the storm hit, management sought to create a 24/7
“battle rhythm,” with calls in the early morning and a recon-
vening in the evening—so that everyone knew what was
expected and when, despite downed communications and
other disruptive events. NJDOT reported up to the Office
of Emergency Management in West Trenton and commu-
nicated developments back down the chain (see Figure 2).

s A f" a - .
FIGURE 2 Aerial view of Hurricane Sandy damage to the New
Jersey coast, including loss of highway in upper right-hand

corner, October 30, 2012 (Source: Flickr Commons, DVIDSHUB).

NJDOT crews were supported by the Safety Service
Patrol. The Safety Service Patrol normally patrols 225 miles
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of the state’s most heavily traveled roads in 8-hour shifts in
53 trucks, helping to address obstructions to traffic, includ-
ing breakdowns and debris (Stanley 2013). When the NJDOT
emergency response plan is activated, patrol workers take on
12-hour shifts and otherwise prepare for the event, such as
securing additional fuel, protective gear, and towing straps
and hooks; some trucks are fitted with plows to push expected
debris (Stanley 2013). After the event, the Safety Service
Patrols focused on reopening those 225 miles of highway and
assisting crews in other parts of the state (Stanley 2013).

Immediately after the storm passed, NJDOT sought to
establish a physical presence in the hardest hit areas on the
shore. They mobilized an emergency operations bus to enter
the area in conjunction with the police command post at Sea-
side Heights. A key decision was to break down the massive
damage into workable pieces. NJDOT dedicated specific
people to each of the barrier island segments remaining after
the storm and made them responsible for addressing issues in
those areas. For example, one person handled Route 36, another
person handled the segment from Point Pleasant to Mantolok-
ing, two people handled Route 35 at Seaside Heights, one per-
son handled Long Beach Island, and one managed Route 152
at Atlantic City. One person was dedicated to the Route 71
Bridge, whose electrical and mechanical systems were dam-
aged by wind and water during Sandy. Dividing people’s geo-
graphical scope of responsibility according to the damaged
segments made for a clear demarcation and reinforced among
locals the temporary nature of NJDOT’s presence there.

The NJDOT Chief of Operations Support managed the
NIDOT presence at the Mantoloking site. With the objective
to get roads open, he organized contractors into a “dump
truck train” for the temporary disposal of debris, which
included trees, cars, parts of homes, and thousands of per-
sonal possessions. In total, NJDOT would supervise the
collection and disposal of 4,425 truckloads of debris. In the
course of this exercise, NJDOT set up three debris staging
sites: a local traffic circle, NJDOT land to the north, and a
local sewage authority lot. Use of the local lot was secured
with verbal approval. At this point, it was 3 to 5 days after
the storm and emergency responders still needed to getinto
the affected communities. Homes had burned in Brick
Township, for example, where roads were blocked by debris.

NIDOT’s objective was to clear the main streets for first
responder access and make progress on debris removal so
that communities could reopen and start their effortsto
return to normal. However, in such places as Seaside Heights
and Lavallette, for example, it was apparent that side streets
had similar needs, and the state’s crews, contrac-tors, and
trucks were already on hand there. The question ofwhether
the state agency could conduct the work of clear- ing side
streets, which typically the local government woulddo, was
quickly elevated to the NJDOT Assistant Commis- sioner
and Deputy Commissioner; approval was secured to

go off the state right-of-way to assist. This allowed residents
to return sooner and engage in the self-help needed for
recovery to progress.

The NJDOT Chief of Operations Support brought in the
agency’s environmental unit and the Department of Envi-
ronment Protection to manage the piles of debris. At that
time, he also made a decision to separate out sand from the
debris and vice versa, setting up a sand “cleaning” operation
that resulted in 4,330 truckloads of sand set aside for reuse
on the Jersey’s Shore’s devastated beaches.

Also during recovery, a new risk emerged: sinkholes
would appear unexpectedly. NJDOT counted 80 of them
between two main highways, Routes 36 and 35, for example.
NIDOT needed more contractors to address this concern and
had to manage pressure from local leaders to do so. Accord-
ing to the NJDOT Chief of Operations Support, there was an
“hour-by-hour” balancing of what traffic control measures
would be considered safe for the community. To support the
agency in this and other work, NJDOT made the decision
to use both in-house engineers as well as outside consultant
engineers to conduct these assessments, with NJDOT mak-
ing final decisions.

As noted, NJDOT was in the midst of collecting debris,
assessing sinkholes, and managing the reentry effort when
a Nor’easter struck in the form of a snowstorm a week later,
requiring the evacuation of the barrier islands to the main-
land. Crews had to switch from emergency operations to
routine snow-fighting operations.

After the snowstorm, NJDOT went back to the recovery
effort. Residents continued to return to the area. Their return
made management of the projects more complex. During
this time, NJDOT worked on restoring signage, making
permanent patches to pavement, and other small and large
recovery projects. NJDOT adopted an important manage-
ment approach by setting a clear goal of accomplishing its
work and leaving the area by Christmas. Managers stuck to
this schedule, maintaining cohesion and morale in the pro-
cess. By December 21, they had erected 1,250 new signs,
oversaw major rebuilding projects, and kept the promise that
crews would leave in the set time frame.

As noted earlier in this case example, NJDOT established
ajob number for the Sandy weather event on October 26, well
before damages were incurred, anticipating that the Federal
Emergency Management Agency (FEMA) might reimburse
preparedness activities, such as cleaning inlets and clearing
trees from power lines. When President Obama later signed
an emergency declaration for New Jersey on October 30, the
declaration allowed the state to request federal funding and
other assistance for actions taken before Sandy’s landfall and
before the Presidential declaration (The President’s Climate
Action Plan 2012).
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NIDOT used a lesson learned from 2011 in the aftermath
of Hurricane Irene, which had caused $1 billion in damage
in the state. After Irene, NJDOT staff developed “storm
kits,” which NJDOT required Hurricane Sandy crews to
bring with them as they assessed damage. These storm kits
walk the user through what is needed for an assessment and
for substantiating federal reimbursement applications, such
as taking photos before, during, and after, and noting the
exact location of the site by longitude and latitude. Portions
of the storm kit are in a PowerPoint presentation used by
NJDOT, which is included in this report as web-only Appen-
dix C. This approach streamlined the process for developing
applications to FHWA and FEMA, as evidenced by the fact
that in April 2013, NJDOT stated that it was completing the
application process for a $2.9 billion extreme weather event
from less than 6 months before. Due in part to the storm Kkits,
NJDOT was better prepared to manage the amount of work
and documentation needed to address FHWA and FEMA
reimbursement issues.

Design and Construction

NJDOT repaired the breach at Mantoloking in 53 days, com-
pleting work on December 21. Everything—traffic lights,
curbing, and so forth.—was returned to its pre-storm state.
Also, the Route 71 bridge was fully repaired by December
19. NJDOT’s Operations staff accomplished these acceler-
ated repairs by using their emergency construction contrac-
tors as well as design consultants from the Capital Program
Management arm of the construction unit of NJDOT. The
department’s Operations unit teamed up with the Construc-
tion unit, with Operations in lead, to oversee this rapid emer-
gency construction.

Planning and Related Activities

During the post-Sandy process of assessment and in the
development of the applications for federal reimbursement,
NIDOT prepared a list of resiliency projects it believes will
ensure protection of roadways and transit systems from
future weather events. The resiliency projects total $2.3 bil-
lion (Community Development Block Grant Disaster Recov-
ery Plan 2013). Work by NJDOT, NJ Transit, and other state
agencies under an FHWA climate change vulnerability grant
project informed analysis and development of this sum and
the project profiles.

Communications

Before, during, and after the storm, NJDOT followed the
state’s Incident Command System approach for emergen-
cies. The Emergency Operations Center spoke for the state,
including with respect to transportation issues. In many
cases, the Governor’s office spoke for the state. The timing
and clarity of statements made by the New Jersey Gover- nor
are an example of how important leadership from the

executive office can be, with the NJDOT interviewee believ-
ing it was especially critical in making decisions over fuel
shortages immediately after the storm. The concept of using
NIDOT fuel facilities to supply fuel to first responders and
medical professionals was not the first alternative in the state
Continuity of Operations Plan. NJDOT credits the successful
execution of this ad hoc but effective plan to clear commu-
nication and leadership from the Governor’s office on down,
with media and other channels getting the message out.

Interagency Coordination

Coordination was vital to road closures and clean-up after
Sandy hit. NJDOT coordinated with local law enforcement
to prioritize the roads for clearing. Previous coordination
with the state police yielded a key communication and coor-
dination tool during the storm In the years just prior to 2012,
NJDOT had decided to “piggyback” on a police contract to
buy P25 digital radios. These radios proved the most reliable
form of communication during Sandy, facilitating coordina-
tion with the state police on road closures and other issues.

Road closures from downed power lines were a special cir-
cumstance requiring added coordination with the power com-
panies. For safety purposes, NJDOT would not let its workers
go in where a power line was draped over a tree, for example.
Protocol required NJDOT crews to wait for the power com-
pany to determine whether the power line was alive or dead.
The two entities—NJDOT and the power companies—had
two different missions: one to clear the roads and the other to
bring power back to the most customers. These aims were at
odds with each other in many instances on the ground. NJDOT
anticipates such issues and seeks to ameliorate them with each
major storm, starting with underscoring with employees the
safety message to wait for utility crews.

As NJDOT worked street by street to open access for
the public along the Jersey Shore, it coordinated with law
enforcement. First, NJDOT sought to ensure that its employ-
ees and contractors followed police directives. In the bar-
rier islands and other shore areas, NJDOT followed the daily
curfews imposed by law enforcement, just as all citizens had
to do. This practice required leaving the storm zone by 4:00
p-m. every day, before nightfall, to address safety con-cerns
over looting. Second, NJDOT had to manage gover- nance
issues regarding who was in charge. For example, as each
section opened and energy, water, and other utilities were
brought on line, residents returned, many with their own
contractors. The return of the populous demanded the
management of additional, diverse interests; local authori-
ties often very strongly represented the concerns of local
residents. For example, at the Mantoloking site, there were
nine municipalities in an 8-mile stretch of road, each with
different ideas on security and looting. There were questions
around the desirability of contractors, for example, and what
authority decides what person can be allowed into the area.
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It was a “balancing act,” but NJDOT found ways to seek
consensus. NJDOT also made incremental, executive deci-
sions on governance to progress recovery, such as making
a “permanent” traffic control change on a temporary basis:
painting a double yellow line down the southbound lane of
Route 35 to clearly allow north- and southbound traffic and
covering any signs that indicated otherwise.

Data and Knowledge Management

Between pre-storm road closures for safety and the closures
resulting from debris and damage to roadways, Hurricane
Sandy impeded the interstate movement of freight and other
private sector resources (All Hazards Consortium 2013).
Typically, operators need permits to cross into the state with
their goods and services. During Sandy, fleets fromout of
state faced permitting challenges when crossing the state line
to help (All Hazards Consortium 2013). Accord- ing to
NJDOT’s Manager of Freight and Planning Services,
NJDOT is developing an online permitting system to issue
emergency permits in advance of an extreme weather event
based on such information as type of vehicle, weight, size,
and cargo (All Hazards Consortium 2013). This informa-
tion would be used to analyze transportation options for
the driver. Regarding toll roads and their impact on traffic
flow, the state worked with various groups to address toll-
ing barriers right after Sandy hit (All Hazards Consortium
2013). New Jersey’s Office of Information Technology is
also working to move interstate truck traffic through tolls
more quickly in such events (All Hazards Consortium 2013).

Since Sandy, NJDOT has managed its knowledge base
about the event in several ways. NJDOT is having its plan-
ning office prepare a report on Sandy, for example. NJDOT
engaged in working groups and workshops to record and trans-
fer knowledge on managing impacts from extreme weather,
such as those put on by the All Hazard Consortium, TRB, and
AASHTO (All Hazards Consortium 2013; Shaw 2013).

Also, more generally, a NJDOT Safety Service Patrol
keeps records of exchanges made during response efforts,
including communications with the Transportation Opera-
tions Coordinating Committee, known as TRANSCOM,and
the 1-95 Corridor Coalition (Stanley 2013). Its post- disaster
practice is to hold regular meetings with state policeand to
collect feedback from supervisors, with the purpose of
refining response plans as needed (Stanley 2013).

Lessons Learned and Related Practices

The following list summarizes key practices identified in this
case example by mission-related and crosscutting functions.

Practices by Mission-Related Function

Operations—Initial preparedness efforts included:
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* Contact with the state Emergency Operations Center

* E-mail dialogue

* Review of preparedness checklists by state DOT staff

* Checks for needed tree cutting and weed removal to
minimize debris and cleaning of sewer pipes to opti-
mize drainage, by maintenance crews

* Checking of communications systems, flashlights, and
other backup equipment, and checking of bulk fuel
tanks and vehicles, topping them off as appropriate

+ Development of evacuation plans, including consideration
of contraflow plan in consultation with the state police.

* When alerts went higher, mapping out of activation
times leading up to the “H-Hour,” which is when hur-
ricane winds would be 39 mph or higher, and referring
to these activation times to drive later decision making,
such as the go/no-go on whether to institute contraflow
for the shore evacuation.

* Operations ICS adopting a 24/7 battle rhythm with set
calls in the morning and evening

» Usage of Safety Service Patrol, which added supplies
of fuel, protective gear, and towing line, plus plows in
some cases to move debris

+ After the event, state DOT maintaining a physical pres-
ence at the most affected areas

+ Division of the area (where recovery would take place)
by the site of physical impacts, rather than agency
boundaries, to make boundaries clear and temporary

* Seeking and facilitating high-level approval to clear
side streets off the state right-of-way because state
DOT equipment was already on site and clearing side
streets would speed the return of residents

* Prior development of “storm kits” and the requirement
that crews bring them along on assessments, including
the information needed to substantiate federal reim-
bursement claims, such as photos and the exact loca-
tion of damage sites

 Creating a job code when state Emergency Operations
Center increased the alert from Level 1 to 2

* Creating the code before damage was incurred, includ-
ing retroactive Presidential disaster declaration, cap-
turing prior activity under that code

* Setting a well-understood target time frame (Christmas
time) for state DOT departure from recovery area.

Maintenance:

* Deciding to have separate sites for debris and sand
removed from streets, in order to clean and reuse the sand

* Addressing sinkhole-related issues regarding their
proper assessment and over the most appropriate traf-
fic control measures at the local level.

Design:

+ At the location of the major, now iconic, barrier island
breach, the decision to rebuild transportation infra-
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structure back to its original design and pre-disaster
appearance under a fixed and aggressive time frame.

Construction:

+ Full repair of key areas, using emergency contractors
and working with the planning side of the house for on-
call design contracts.

Planning:

* Decision to develop $2 billion in resiliency projects and
make strategic choices about building back the right
infrastructure, as informed by prior climate change
planning funded by FHWA.

Practices by Crosscutting Function
Communications:

+ Leveraging the clear communication by the Governor’s
office.

Interagency Coordination:

* Coordinating with the state police on common com-
munication devices, P25 digital radios

* Where state DOT and power companies have conflict-
ing missions and therefore challenges on the ground,
reinforcing safety issues and complying with power
company rules when power lines cross a roadway dur-
ing recovery from an extreme weather event

* Resolving local traffic control issues by contracting out
what appeared to be permanent traffic control changes
on a temporary basis.

Data and Knowledge Management:

+ To facilitate the flow of interstate freight and other traf-
fic during an extreme weather event, development of an
online permitting system to issue emergency permits
in advance of the event

* Engaging in post-event workshops and other activi- ties
to share and record knowledge and lessons learnedfrom
the event.

CASE 2 : IOWA—RIVERINE FLOODING (2011)
Introduction

The Iowa DOT (IDOT) manages road, rail, transit, aviation,
and other forms of transportation. The majority of Iowa’s
public roads, constituting nearly 90,000 miles, are county
owned, whereas IDOT owns and manages 9,000 miles of
roadway (About the DOT . . .n.d.). The state also owns more

than 4,000 of the nearly 25,000 bridges in the state and main-
tains 15 railroad bridges crossing Iowa’s state and interstate
routes (4bout the DOT . . . n.d.).

In May 2011, the Upper Missouri River basin experienced
an entire year’s worth of rain, and the late melt from the
Rockies snowpack was 200% its normal size for the basin.
These two conditions combined to cause in northwest [owa
a once-in-500-years flood, which began May 27 and lasted
to October 4, when the waters receded. Among many other
consequences and disruptions, damage to federal-aid high-
ways totaled $55 million.

This case example describes how IDOT used lessons
learned from previous floods, key data sets, and communica-
tion and coordination to address a prolonged flood event that,
among other challenges, shut down interstates for months.

Event Summary

In 2011, runoff from heavy May rains and a late spring melt
filled the Missouri River and the six main reservoirs in the
basin. Dam operators began to plan controlled releases of the
water in order to avoid catastrophic flooding in heavily pop-
ulated areas (Missouri River Flood Coordination Task Force
Report n.d.). In late May, the Governor of Iowa asked the
U.S. Army Corps of Engineers for assistance in preparing
rural communities located downstream from the proposed
dam releases. He formally declared a disaster emergency and
directed the state’s emergency management infrastruc- ture
to prepare for a sustained flood event (Missouri River Flood
Coordination Task Force Reportn.d.).

IDOT immediately convened its flood management team
and used the time before dam releases to develop flood miti-
gation projects. IDOT interviewees reported that, as the
situation developed in late May, IDOT maintenance par-
ticipated in daily updates from the internal team. Given the
lead time before the dam releases, maintenance staff could
be pre-positioned in coordination with other districts. The
staff watched for damage to the system on the ground, such
as blocked culverts. Key preparedness activities included
setting up these pre-determined staging areas, confirming
disaster response staffing, and deploying the Intelligent
Transportation System (ITS) capabilities of IDOT, includ-
ing cameras for public views of inundated roads.

When the dam releases began, they led to flooding that
closed downstream sections of Interstate 29, which is a north—
south artery that runs along the Iowa side of the Missouri
River, across from Nebraska (see Figure 3). By mid-June, the
U.S. Army Corps was releasing water at twice the previous
record; other parts of 1-29 flooded, and four miles of Inter-
state 680 washed away (see Figure 4). Railroad tracks also
flooded, and a change in the Missouri River channel damaged
the IA-175 bridge between lowa and Nebraska (see Figure 5).
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FIGURE 3 Map of the flooding-affected area in lowa, as
delineated by the multiple-month interstate detour (2011).

FIGURE 5 Crews at work on the IA-175 Missouri River bridge
at Decatur, Nebraska, 2011 (IDOT).

FIGURE 4 Flooding of the Missouri River in lowa, with Interstate 29 inundated in proximity to Omaha, Nebraska, which is in the
upper right-hand corner, August 3, 2011 (Flickr Commons, OMA STEVE).

In total, 60 miles of the primary highway system in Iowa
were closed down, requiring detours hundreds of miles long.
Soon, a 75-mile stretch of the Mississippi had no river cross-
ings for vehicles (After Action Report . . . n.d.). In the case
of I-680, the closure from the washout lasted 4 months. The
out-of-distance travel had a cost to system users, with IDOT
calculating that people had to travel an extra 1 million miles
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as a result of closed roads (Missouri River Flood Coordina-
tion Task Force Report n.d.). Nearly one-fifth of these extra
miles were add-ons to worker commutes (Missouri River
Flood Coordination Task Force Report n.d. ). IDOT itself
suffered impacts to maintenance garages, rest areas, and
weigh stations, as well as to its Regional Weather Informa-
tion System (Missouri River Flood Coordination Task 1F6 orce




Report n.d.). Flooding of IDOT garages required the reloca-
tion of equipment and staff; the construction office staff had
to locate to another facility as well.

According to one interviewee, the main categories of
activities that IDOT engaged in were developing flood miti-
gation plans and projects; managing system closures and
diversions; creating a public information call center; plac-
ing dynamic message signs and cameras for public informa-
tion; staging areas for flood response supplies; responding to
inundated communities; handling system recovery, includ-
ing rebuilding of I-680, removing debris on I-29, and tackling
reconstruction projects on State Highways 2 and 274, and the
State Road 175 Bridge Recovery Project; and, finally, secur-
ing federal recovery funds from FEMA and FHWA. IDOT
also made specific decisions at the local level that involved
the following issues (After Action Report . . . n.d.):

* Identifying appropriate roadways for local detours to
address immediate closures

* Opening and closing ramps with the fluctuation of
water levels during rain events

» Conducting traffic operations

* Devising methods to handle water accumulation at
sites treated with flood barriers

* Ensuring involvement of affected cities and counties.

Using streamlined approaches to projects and contract-
ing, IDOT was able to complete a good deal of the recon-
struction quickly. The washed-out sections of I-680 were
rebuilt, and reopened two months ahead of schedule, for
example (“Iowa DOT Reopens [-680 .. .7 2011) IDOT’s very
successful in-house effort before the 2011 flooding to pre-
pare and implement a data management approach that could
streamline FHWA reporting saved many hours of staff time
and resulted in a more structured understanding of federal
funding reimbursement status.

As aresult of the prolonged flooding in 2011, IDOT-man-
aged federal-aid roads sustained $49,730,841 in damage.
After FHWA reimbursement, it is likely that $4,402,226 will
remain unfunded, according to an interviewee. The
interviewee also noted that IDOT submitted $149,071 in
costs to FEMA for reimbursement and received 75% in
return for these costs, which covered the IDOT call cen-
ter and its work to assist communities. Overtime costs for the
management team staff, design staff, contracts office, and
related services were not eligible for reimbursement.In
addition to the damage to federal-aid roadways, the
interviewee stated that $5,480,672 in damages was asso-
ciated with federal-aid routes maintained by counties and
cities, of which $4,618,656 is likely to be reimbursed, leav-
ing $862,016 unfunded. IDOT also secured reimbursement
for nearly $50,000 in damage to railroad crossings. As of
summer 2013, the 2011 flood recovery phase remained an
ongoing effort.

State DOT Activities
Operations and Maintenance

In 2011, IDOT had many existing policies, tools, and pro-
tocols in place that were relevant to the actions needed
to address a flood event. These included a 511 system, a
dynamic messaging system, disaster response plans, an
institutionalized ability to follow FHWA Emergency Relief
funding application protocols using the new, in-house soft-
ware application, and established policies for closures of
interstate and primary highways.

Given the magnitude of the 2011 flood, IDOT’s role
extended beyond its routine activities for several weeks. IDOT
was the lead on transportation issues in the state Emergency
Operations Center, providing direct services, such as debris
removal, to local communities. IDOT’s second role was to
run its own internal activities relating to the flood. There is
within IDOT a Statewide Emergency Operations (SEOP) sec-
tion that includes a 24-hour Operations Support Center (OSC)
that monitors statewide issues and maintains the 511 system.
Through Traffic Management Operations, IDOT worked with
neighboring states to establish detours for closed roadways
(After Action Report . . . n.d.). The Communication section of
this case example has details on the detours.

IDOT also called on its “flood management team,” ref-
erenced previously, which relied on the SEOP and the OSC
for some resources. IDOT convened its flood management
team daily. IDOT invited FHWA into its flood management
team conference calls from the start. IDOT did so because,
based on the projected flow levels in May, it was clear to
IDOT that FHWA would be involved in critical response and
recovery decisions.

Daily conference calls included the following topics
(After Action Report . . . n.d.):

* Road closures

+ Definition of global and local detours

* Best approaches for communicating with the public (such
as what information to share, how to describe the event)

+ IDOT’s interaction with the media

* Sharing of inundation predictions based on the hydrol-
ogist’s interpretation of Light Detection and Ranging
(LIDAR) data, river gauge data, and the expected
impact of U.S. Army Corps of Engineers releases from
upstream dams

+ Potential mitigation measures

* Alternatives to the contract-letting procedure for proj-
ects associated with beginning recovery efforts.

IDOT reports that it used a webinar uplink to facilitate
review of maps and other materials. Over many weeks, the
daily flood management team calls switched to weekly calls.
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IDOT included in its flood management team participants
from across IDOT, including purchasing, contracts, environ-
mental, design, maintenance, IT, the Public Information Offi-
cer, communications, geographic information system (GIS)
staff, and bridges and structures staff. Other state agencies
and federal agencies were also included. IDOT had managed
a major flood in 2008, and a key lesson learned was to focus
on more than the event’s response phase right at the start and
to begin recovery work (After Action Report . . . n.d.).

IDOT officials believe the effort to include a broad range
of divisions early on was effective in many ways. IDOT
utilized an in-house hydrologist whose contributions to the
preparedness activities in May and early June 2011 mitigated
the impacts of the dam releases when they finally came.
IDOT also maximized the IT specialists under its purview,
using them for Internet communications and GIS activities.

Early coordination also was effective with respect to
IDOT’s responsibility to secure reimbursement from federal
funding sources. IDOT draws on many units and experts to
assess damage, estimate costs, conduct recovery work, and
seek reimbursement. Because of its prior preparation, IDOT
had on hand trained staff who could act as project officers on
the federal program reimbursement process in disaster
situations such as this. Additionally, the IDOT Contracts and
Accounting Offices had designated staff trained in the
Emergency Relief program process, and each district had a
local system engineer to assist in that process as well. Coor-
dination and pre-designation of trained staff also helped in
debris removal. As the flood event played out, IDOT was
able to put contracts in place for debris removal before the
water levels went down. Ultimately, IDOT received 100%
federal reimbursement for debris removal.

An IDOT interviewee reports that prior experience with
disasters spurred the agency to use its own internal resources
to improve applications for FHWA reimbursement; it devel-
oped an “electronic DDIR.” As noted elsewhere in this
report, DDIRs (Detailed Damage Inspection Reports) are the
FHWA forms through which states provide certain data on
infrastructure damage in application to the FHWA Emer-
gency Relief program. The electronic DDIR application was
developed to allow IDOT employees, counties, cities, and
Iowa Department of Natural Resources and lowa Office of
Rail Transportation locations to initiate the DDIR process in
the same way.

At the start of the electronic DDIR process, a person
accesses the required DDIR form. Along with the form, the
system generates the required map and allows documents
and pictures to be attached.

The system allows the user to select certain information
from drop-down menus (such as event number), generates
messages to the user if certain fields are not correct, and

issues a DDIR report number. When the submitter completes
the form, the system generates an e-mail notification to the
administrator. The administrator can approve or reject the
DDIR. If approved, the DDIR is then forwarded through the
system to FHWA. In doing so, the system generates an e-mail
to FHWA and various offices, including Accounting, Environ-
mental, Contracts, and any other office selected on the DDIR.
FHWA then opens the DDIR in the system and has the ability
to approve, approve with changes, or reject. The system saves
all information from the form into a database and also sends
the form with attachments to the Electronic Records Manage-
ment System. As may be necessary in some instances, the
system allows users to revise or cancel the DDIR. IDOT used
its electronic DDIR for the first time during the 2011 flood. It
was a very successful implementation that saved many staff
hours, according to the IDOT interviewee.

After the flood receded, IDOT participated in the Gov-
ernor’s Missouri River Recovery Coordination Task Force,
which oversaw the state’s recovery efforts. The task force
was a temporary group of state agency representatives and
interested stakeholders that analyzed and shared damage
assessment data, coordinated assistance across various
stakeholders, monitored progress, and ultimately captured
effective practices and lessons learned. It produced a report
that included a statewide After Action Report (AAR) in its
appendices (Missouri River Flood Coordination Task Force
Reportn.d.).

The Governor’s task force exercise took place in the fall
0f2011 while recovery and reconstruction efforts were under
way. In 2012, when major recovery efforts were complete,
IDOT produced an AAR at the department level. The IDOT
AAR used surveys and structured interviews to record best
practices, and IDOT hired a private consultant to support this
work (After Action Report . . .n.d.). An AAR is a com-mon
practice for recording an agency’s response to a major event.
The IDOT department-level AAR is included in this report
as web-only Appendix D.

The IDOT AAR organized findings around five key ele-
ments from the IDOT response to the 2011 flood. These five
elements are Information Sharing and Communication,
Staffing, Decision Making, Data and Technology, and Miti-
gation Measures (After Action Report . . . n.d.). It is useful to
this Synthesis Report to align these five elements in the
IDOT AAR with the functional categories used in each case
example here. As a result, this case example reports on each
IDOT AAR category with the following approach.

* The AAR’s summary of Information Sharing and
Communication is covered in the Communications
section of this case example.

* The AAR’s summary of Data and Technology is cov-
ered in the Data and Knowledge Management section
of this case example.
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* The AAR’s summary of Staffing, Decision Making, and
Mitigation Measures are addressed directly here because
they pertain mostly to Operations and Maintenance.

Regarding staffing practices, the IDOT AAR highlighted
certain lessons learned and related practices, summarized
as follows:

+ Using the event’s staffing practices as a starting point
to create a template for future events

* Involving atthe outsetall DOT offices affected by the event
or with expertise that could aid in managing the event

* For events of long duration:

— Seeking the assistance of vendors, contractors, or
other outside resources, as needed, to ensure the
timely completion of response-related activities

— Designating a small group to focus on recovery as
response efforts continue.

* Involving state agencies with responsibility for permit-
ting or other related issues earlier in the event

+ Adapting the current process/responsibility for man-
aging vendor contacts so it can be more flexible and
take less time

* Making arrangements to engage consultants, if needed, to
assist with damage assessments and other recovery work
while DOT staff is still engaged in the flood response

* On a case-by-case basis, weighing two factors of the
consistency achieved through uniform control of con-
sultants against the benefits gained through the appli-
cation of local knowledge from internal staff members.

Regarding decision-making practices, the IDOT AAR
highlighted certain lessons learned and related practices,
summarized as follows:

* Involving the right people

— Erring on the side of inclusion when developing the
list of participants in the event response. Consider
involving support services that handle equipment,
signs, purchasing, and traffic and safety, as well as
research and technology.

— Ensuring the early and effective engagement of the
Iowa DOT management, SEOP staff, and regional
partners. Use the circumstances of each event to guide
the extent of ongoing management participation.

— Identifying critical connections and clearance
requirements with resource agencies (FHWA, Iowa
DNR, and the U.S. Army Corps of Engineers) early
on, while considering the impacts to and involve-
ment of local agencies.

— Encouraging the active engagement of district staff in
decision making and identifying innovative solutions.

* Structuring the decision-making process

— Providing clear direction on the goals for response
and preliminary recovery, and clarifying responsi-
bilities for carrying out these related efforts

— Expediting decision making with a small-group
structure for project-level decisions and confiden-
tial matters

— Ensuring that staff is trained and coordinating an
agency wide implementation of a formal ICS

— When possible, using established vendors or
resources already under contract to control spend-
ing and avoid duplicating efforts.

* Managing the transition from response to recovery

(while the response is ongoing):

— Establishing a separate working group that begins
work on recovery early in the event while others
manage the flood response

— Requesting advice from contractors’ associations
about how the agency can work more effectively
with contractors in initiating a prompt and effective
recovery effort

— Avoiding seeking the “perfect” solution when pre-
paring designs for emergency repairs

— Applying innovative contracting practices such as
lump-sum, limited-design contracts, and no-excuse
bonuses to expedite reconstruction projects

— Employing a debriefing process at the onset of the
recovery efforts to document successes and chal-
lenges as the projects move forward.

Regarding mitigation measures, the IDOT AAR high-
lighted certain lessons learned and related practices, sum-
marized as follows:

 Selecting a mitigation measure that fits the circum-
stances of the site. Consider length, location, available
resources, and the time available before overtopping
becomes a significant concern.

— Considering the impact of mitigation measures on
adjacent land uses

— Conducting a cost-benefit analysis to compare
measures

— Using inundation predictions to assign mitigation
resources to locations where they are most likely
to help.

» Keeping abreast of new mitigation technologies. Enter
new products as they are identified in the IDOT purchas-
ing system to expedite their use during an emergency.

» Considering the following practices when using large
flood-barrier systems:

— Install on roadways with paved shoulders

— Lower traffic speeds

— Delineate the barriers using striping or another
method

— Establish width limits for treated areas

— Identify alternate routes for trucks hauling material.

+ Using sandbags and pumps for smaller, more confined
locations when the water will not rise above 2 ft.

» Being prepared to develop innovations that address
unintended consequences of mitigation measures (e.g.,
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water accumulating because of a lack of drainage on
the roadway).

» Tracking the areas that were overtopped during the
current event and considering them for reconstruc-tion
projects that raise the mainline to prevent future
problems.

Design and Construction

According to IDOT, recovery of lowa’s transportation sys-
tem involved five major reconstruction projects at the state
level, some of which were noted earlier in this case example.
Two involved state roads, two were interstates, and one was
a bridge to Nebraska.

Under the rules existing at the time, in order to get 100%
reimbursement from FHWA, IDOT had to complete con-
struction within 180 days from the start of the emergency.
The start of the emergency is typically the day of the disas-
ter declaration, which in this case example was May 25,
2011. The 180-day time frame meant the deadline for 100%
reimbursement was November 20, 2011; however, the flood
waters did not recede until mid-October, confounding the
reconstruction schedule (After Action Report . . .n.d.). IDOT
developed ways to accelerate both the contract pro- cess and
construction.

The IDOT AAR describes the following practices used to
expedite project procurement and delivery. First, IDOT was
able to shorten the letting schedule commonly prescribed
by state rules based on the emergency circumstances. IDOT
also worked with its federal partners and secured an exemp-
tion from federal rules that required a 21-day time frame
for advertising projects that are not emergency repairs. With
this special exemption, IDOT was able to advertise projects
in a 10-day time frame. Next, IDOT created a set cycle for
letting contracts. Information on proposed projects was due
internally each Wednesday afternoon, and those approved
were placed on the IDOT website on Friday for bidding. By
the following Wednesday, bids on the project subject to the
shortened state schedule were accepted, whereas those using
the 10-day federal advertising time frame were accepted at
the end of that deadline.

IDOT also used incentive clauses in contracts to encour-
age quicker delivery. A “no-excuse bonus” tied payment of a
bonus to delivery by a set date, which may or may not be the
delivery date. IDOT ensured that the contract for the recon-
struction of the damaged segment of 1-680 included a “no-
excuse bonus” date of November 20, which was the last day
IDOT could receive 100% reimbursement. The contractor
would get $2 million if it delivered by November 20. Also,
each day before November 20 that the project was delivered
would yield an $82,000 incentive. If the contractor went past
the overall project due date of December 23, the contractor
would be charged $82,000 per day for late delivery.

With respect to design, the [-680 reconstruction also pro-
vides an example of success in IDOT’s management of the
recovery phase. As noted, the flood washed away the inter-
state in the summertime, and IDOT needed to design the
replacement before the winter season and before the 180-day
period ended. To accelerate work, IDOT determined that a
limited design—build approach was feasible. IDOT’s deter-
mination was based on the availability of original plans from
the interstate’s development in the 1960s and on the fact that
the footprint of the rebuild could be the same. IDOT initiated
the design process even before the water levels had fallen. To
do so, IDOT broke from its usual practice and used a consul-
tant, rather than an in-house resource, to conduct the inspec-
tion of the project. IDOT interviewees considered this type
of flexibility an effective practice under these circumstances.

Planning and Related Activities

As noted earlier, the 2011 flood event response drew from
experts across IDOT. Because the dam releases were con-
trolled, there was a window in which IDOT staff could pre-
pare for the eventual inundation. For example, the IDOT
planning team was brought in to support mitigation efforts.
They first identified 21 locations as flood mitigation sites,
and this number was later narrowed to 14. Of these, seven
were eventually closed. Two sites did not need mitigation;
however, five could remain open because of the mitigation
measures IDOT was able to put in place (Missouri River
Flood Coordination Task Force Reportn.d.).

Ultimately, the IDOT planning team was able to design
mitigation projects to keep major stretches of 1-29 open,
along with a key lowa—Nebraska road, Highway 30 (Mis-
souri River Flood Coordination Task Force Report n.d.).
The team relied on geospatial data (e.g., GIS and LIDAR)
in decisions on mitigation projects, as described by the Gov-
ernor’s Missouri River Recovery Coordination Task Force:

Using LIDAR information, the entire preliminary bridge
staft worked countless hours to more precisely pinpoint
areas of potential impacts so that lowa DOT management
could coordinate possible detour routes with the districts
and neighboring states. Without this data, lowa DOT
would not have been able to assess and predict the risks
to infrastructure and identify potential mitigation
opportunities.

IDOT planners also supported the flood recovery effort by
determining the impact of various road closures that had been
put in place. Road closures required detours, and IDOT used a
computer-based travel model to determine the increase in the
number of miles people had to travel in western lowa because
of the detours. The model compared total vehicle miles trav-
eled before and after the roads were closed owing to flooding.
It showed possible rerouting around road closures and antici-
pated the next most likely route a driver may choose. Based
on the model, IDOT could understand the social and eco-
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nomic impacts its stakeholders may have been experiencing.
For example, travel to and from work accounted for approxi-
mately 18% of the increased miles traveled under the detours
(Missouri River Flood Coordination Task Force Reportn.d.).

Another planning issue relates to training and readi- ness.
Based on prior flood experiences, IDOT had made sure its
staff received training in the essentials of an Inci- dent
Command System. According to an interviewee, field staff
received ICS training in 2006-2007; and after the2008
flood, division directors and construction leads also received
the training. Although a mature ICS approach was not in
place completely in 2011, when the flooding event began
(After Action Report . . . n.d.), there was supportfor the
ICS approach during the event “from the manage- ment level
down to the garage-level staff,” according to an interviewee.
IDOT has implemented further ICS training, and it also is
advancing its approach to Emergency Trans- portation
Operations (ETO; After Action Report . . . n.d.). ETO seeks
to prepare states departments of transportation for
nonrecurring events that require the support or involve- ment
of nontraditional transportation stakeholders, such as law
enforcement and emergency management communities
(Emergency Transportation Operations 2013). This demar-
cation of roles and responsibilities helps elevate and accel-
erate preparedness activities to a higher priority. IDOT is
working with the Iowa State Patrol to incorporate ETO into
its standard ICS structure (After Action Report . . . n.d.).
According to one interviewee, IDOT is considering possi-
ble performance metrics for extreme weather events under
an ETO.

Communications

According to IDOT, forms of public communications
included traditional press releases and media contact by the
department Public Information Officer. For the 2011 flood-
ing event, IDOT also adopted new ways to communicate
with the public, such as a 24-hour call center and a web page
devoted to the flood. IDOT also directed ITS cameras along
flood corridors so the public could see road impacts.

In its AAR, IDOT presents an analysis of the varied func-
tionality seen across the ongoing 511 website, the flood web-
site in place for 5 months, and the call center put in place for
5 weeks right after the flood. The Affer Action Report (n.d.)
also notes that increased smart-phone use by the public sug-
gested more use of the 511 website and the flood website than
might have been seen in the past.

During the 2011 flood event, incoming requests to IDOT
from communities arrived through the statewide EOC (After
Action Report n.d.). IDOT picked up the queries and ensured
the interests of particular groups and transportation stake-
holders were handled by the relevant IDOT office. For exam-
ple, according to an interviewee, IDOT worked directly with

the Iowa Motor Truck Association to address the concerns
of freight haulers seeking exceptions to permits and the sus-
pension of certain regulatory provisions.

Another communications issue relates to detours. The
prolonged detour of traffic was a major communication
challenge to explain to a broad and diverse audience. IDOT
decided between two different approaches. One school
of thought was to encourage the use of global detours that
utilize interstate highways and inform the public of closed
routes. Another approach was to provide travelers with cus-
tomized routes using local primary roads that limit out-of-
distance travel (After Action Reportn.d.).

Regarding information sharing and communication prac-
tices, the IDOT AAR highlighted certain lessons learned and
related practices, summarized as follows:

* Identifying the participants
— Considering the early engagement of DOT divi-
sions or offices that may assist in the flood response,
including front-line support services that handle
equipment, signs, purchasing, and traffic and safety,
as well as research and technology
— Establishing a core group that expands as needed
with the staff required to address the issues at hand
that day
— Engaging neighboring states immediately if it
appears that a regional detour will be required
— Ensuring that all communication with regard to
regional or local detours is provided in a timely
manner.
* Structuring the meetings
— Setting a goal and purpose for project team meetings
— Carefully structuring meeting agendas to move from
general information sharing to more detailed
discussions.
* Crafting and delivering the public message
— Establishing consensus on the nature and extent of
the public message and ensuring delivery of a con-
sistent message
— Designating one individual within the DOT as the
party responsible for managing information flow
— Implementing a policy that identifies the agency’s
philosophy with regard to detours—regional or
localized—and describes how information about
detours will be disseminated
— Clarifying the DOT’s position on the primacy of
the state’s 511 website as the source for traveler
information
— Regularly prompting those contributing informa-
tion to an event-specific website to ensure that the
site’s information is accurate and current
— Evaluating the need for a call center to respond to
public inquiries, taking into consideration the extent
and nature of an event and available resources
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— Placing the call center team in one room with a cubi-
cle design to enhance privacy

— Considering the use of a software program that pro-
vides statistics on caller volume.

Other forms of public communication associated with the
2011 flood include use of the “Turn Around Don’t Drown”
public service messaging. The National Weather Service has
promoted use of the phrase as a cautionary message to the
driving public in order to warn of the dangers of driving into
water on a roadway (“Turn Around Don’t Drown Suc- cess
Stories” 2011). In September 2011, IDOT posted on its
website a “Turn Around, Don’t Drown” message alongside
footage of a car abandoned in high water by its driver. The
IDOT website described how the driver had been diverted by
road closures from flooding, only to dangerously (and
unsuccessfully) attempt to drive across a flooded roadway
(“Turn Around Don’t Drown Success Stories” 2011).

Interagency Coordination

Interviewees from IDOT provided a long list of the agen-
cies and entities it relied on: Nebraska Department of Roads
(NDOR), Missouri Department of Transportation
(MoDOT), FHWA, the Iowa Homeland Security and Emer-
gency Management Division (IHSEMD), Iowa State Patrol
(ISP), Department of Corrections, U.S. Army Corps of Engi-
neers (Army Corps), contractors, and consultants. IDOT also
included the following agencies in ongoing planning and
briefing meetings: department management and staff,
district management and staff, the Motor Vehicle Division,
ISP, HSEMD, NDOR, Kansas Department of Transporta-
tion, MODOT, Army Corps, NWS, and FHWA. As noted,
IDOT held daily and, later, weekly flood webinar planning
meetings. It also participated in NWS briefings, Army Corps
phone calls, state homeland security activations, and confer-
ence calls.

IDOT addressed multimodal impacts through strong
interagency coordination. A critical impact was damage to
the railways. One illustration of the problem is described
in the Governor’s task force report and is summarized in this
paragraph (Missouri River Flood Coordination Task Force
Report n.d.). Two major railroad companies whose
operations were threatened had rail lines that together car-
ried as many as 75 to 85 trains per day across the Missouri
River. These are key routes for carrying coal from the west-
ern mines to eastern power plants. Because of the potential
economic consequences of the closures from the flooding,
both railroads brought in the labor, equipment, and supplies
needed to keep the lines open. They raised the track structure
up to 7 ft for several miles. They also raised bridges, added
culverts, and built dikes to avoid track damage. IDOT coor-
dinated with the railroad companies in several ways. IDOT
facilitated better access for repair materials by suspending an
IDOT construction project. It also facilitated dialogue among

railroad employees, state and county highway officials, and
emergency management personnel during the repairs (Mis-
souri River Flood Coordination Task Force Reportn.d.).

Strong and sustained coordination with several stake-
holders was also needed to secure agreement on rebuilding
the Iowa state highway 175 bridge, according to IDOT inter-
viewees. The following entities and their respective legal
departments had a say in the project and its proposed fund-
ing sources: IDOT, the toll bridge authority, FHWA, and the
state of Nebraska. IDOT believes it was a lesson learned that
it should anticipate how to avoid or better manage such a
complex negotiation among multiple organizations and dur-
ing a limited window for reconstruction.

Data and Knowledge Management

IDOT had multiple sources of information that could aid in
addressing the flood. Staff had to analyze the quality of each
source for use in decision support (After Action Report n.d.).
Data sets included federal water management data, LIDAR,
GIS, aerial photography, and photogrammetry combined
with over-flight data. Technologies for presenting informa-
tion included the Internet; dynamic message signs, including
overhead, side-mount, and portable signs; portable and fixed
cameras for monitoring risk areas; Highway Advisory Radio
to supplement cellular networks; and cellular communica-
tion, including technology permitting callers to access other
networks when one provider failed.

The variety of data and technologies delivering them
proved useful. IDOT determined that the Army Corps flood-
inundation projections were useful generally but had some
limitations. As a result, IDOT turned to the state’s LIDAR
data sets to make key asset management decisions, accord-
ing to an interviewee. An example is detailed by the Mis-
souri River Recovery Coordination Task Force:

Iowa DOT was able to determine a worst-case flooding
scenario that revealed that [a key maintenance] garage sat
on high ground and would not be inundated. This allowed
Iowa DOT to leave materials and equipment in place.
Typically, Iowa DOT would have moved the resources
as a precautionary measure, but because of LIDAR, it
was determined that the movement of materials from this
garage was unnecessary.

IDOT used LIDAR to identify areas of likely inundation
where water was rising or if there were levee failure, supple-
menting aerial shots. It should be noted that IDOT invested
in LIDAR data sets after a major 2008 flood, and its experts
estimate that the superior coverage from these data sets
puts the state among the top five states in this country with
respect to this resource (After Action Report n.d.).

IDOT brought focus and attention to the role of geospatial
information in flood response and recovery. For example, it
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convened sit-downs after its daily flood planning meetings
specifically to review data and information in the form of the
flood projections, LIDAR, real-time elevations, and aerial
photography. Geospatial experts also received daily reports
from district staff and supported the development of infor-
mation used in Damage Survey Summary Reports submit-
ted to FHWA, according to IDOT.

Regarding Data and Technology practices, the IDOT
AAR highlighted certain lessons learned and related prac-
tices, summarized as follows:

+ Establishing and maintaining lines of communication
for effective collaboration and information sharing
between the U.S. Army Corps of Engineers and IDOT
to ensure early notice of the potential for flooding.

+ Continuing to make effective use of LIDAR to prepare
inundation predictions.

— Consider investment in a 2-D hydraulic model of the
Missouri River that shows inundation areas and auto-
mates the process used during this event that applied
LIDAR data to develop inundation predictions.

* Making effective use of aerial photography and updating
photogrammetry early in the event to gain a better under-
standing of the scope of the upcoming recovery efforts.

* Making effective use of Intelligent Transportation
System components.

— Placing portable cameras to monitor water levels at
ramps and intersections prone to flooding during
heavy rain events.

— Using DMSs to notify travelers of detour routes.
Supplement this signage with static signs to trail-
blaze the detour route.

— Ensuring timely and effective management of mes-
saging for DMSs.

— Employing Highway Advisory Radio when cellular
communications are interrupted.

+ Evaluating opportunities to expand the development
and use of GIS-related data.

* Considering gathering traffic data to aid in managing
traffic flows during the event.

In addition to capitalizing on diverse data sets, IDOT
engaged in important Knowledge Management practices.
The creation of the IDOT AAR is a Knowledge Management
practice. As may be observed in the preceding discussion,
IDOT’s AAR includes information and many insights sup-
porting the case example presented here; for that reason, it is
included as web-only Appendix D, as noted earlier.

Similarly, the content and format of the lowa Governor’s
task force report, which included the lTowa Homeland Secu-
rity and Emergency Management Division AAR, are use- ful
as a reference for those not involved in the 2011 flood event.
The statewide perspective in the Governor’s taskforce After
Action Report emphasized the utility of IDOT

assets for staging disaster response activities, such as the
strategic use of IDOT garages (lowa 2011 Missouri River
Floods After Action Report 2011). Further, the lowa Home-
land Security and Emergency Management Division notes in
its AAR that it has identified the use of such facilitiesas
staging areas as a candidate “Lesson Learned” for entry into
the U.S. Department of Homeland Security’s Lessons
Learned Information Sharing (LLIS.gov) system (lowa 2011
Missouri River Floods After Action Report 2011).

In another Knowledge Management effort, IDOT pres-
ents the story of the 2011 flood through an online “storify”
project released in May 2012 (“lowa DOT Captures Story .
..”2012). On its web page, IDOT describes the flood and its
impacts on transportation. IDOT also encourages members
of the public to submit their own stories via the IDOT Face-
book page (“lowa DOT Captures Story . ..” 2012).

Lessons Learned and Related Practices

The following summarizes the key practices identified in this
case example by mission-related and crosscutting functions.

Practices by Mission-related Functions
Operations:

» After the state Emergency Management was stood up,
putting in place an internal flood management team and
using group phone calls for cohesion

« Utilization of webinar uplink on group calls, for maps,
and so forth

* Having a multiagency team and having FHWA and
neighboring states join it

* Ensuring enterprise-wide understanding of ICS “from
management to the garage level”

* Investment in ICS training ahead of time

* Development of a disaster response plan

* Training for staffto be project officers on federal programs

» Debris-removal contracts in place before flood waters
had receded

* Mobilization of all staff through an Operations Support
Center, including purchasing, contracts, environmen-
tal, design, materials, GIS staff, and bridges and struc-
tures staff

+ Utilizing IT staff, especially with respect to Internet
communications and GIS

» Development of global detours for interstate travelers.

Identifying staffing issues, such as the following:

+ Using the staffing practices from the event as the start-
ing point for a template for future events

 Involvement of all state DOT offices affected by the
event or with expertise that could aid in managing the
event from the outset
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For events of long duration:

— Seeking the assistance of vendors, contractors, or
other outside resources, as needed, to ensure the
timely completion of response-related activities

— Designating a small group to focus on recovery as
response efforts continue.

Involving state agencies with responsibility for permit-

ting or other related issues earlier in the event

Adapting the current process for managing vendor

contacts so it can be more flexible and take less time

Making arrangements to engage consultants, if needed, to

assist with damage assessments and other recovery work

while state DOT staff'is still engaged in the flood response

On a case-by-case basis, weighing two factors of the

consistency achieved through uniform use of consul-

tants against the benefits gained through the applica-
tion of local knowledge from internal staff members.

Identifying decision-making issues, such as the following:

+ Involving the right people

— Erring on the side of inclusion when developing the
list of participants in the event response. Consider
involving support services that handle equipment,
signs, purchasing, and traffic and safety, as well as
research and technology.

— Ensuring the early and effective engagement of the
state DOT management, state emergency opera-
tions staff, and regional partners. Use the circum-
stances of each event to guide the extent of ongoing
management participation.

— Identifying critical connections and clearanceswith
resource agencies (FHWA, the state natu- ral
resource agency, and the U.S. Army Corps of
Engineers) early on, considering the impacts to and
involvement of local agencies.

— Encouraging the active engagement of district staff in
making decisions and identifying innovative solutions.

+ Structuring the decision-making process

— Providing clear direction on the goals for response
and preliminary recovery, clarifying responsibili-
ties for carrying out these related efforts.

— Expediting decision making with a small-group struc-
ture for project-level decisions and confidential matters.

— Ensuring that staff is trained and coordinating an
agencywide implementation of a formal ICS.

— When possible, using established vendors or
resources already under contract to control spend-
ing and avoid duplication of effort.

* Managing the transition from response to recovery

(while the response is ongoing):

— Establishing a separate working group that begins
work on recovery early in the event while others
manage the flood response.
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— Requesting advice from contractors’ associations
about how the agency can work more effectively
with contractors in initiating a prompt and effective
recovery effort.

— Avoiding seeking the “perfect” solution when pre-
paring designs for emergency repairs.

— Applying innovative contracting practices such as
lump-sum, limited-design contracts, and no-excuse
bonuses to expedite reconstruction projects.

— Employing a debriefing process at the onset of the
recovery efforts to document successes and chal-
lenges as the projects move forward.

Identifying mitigation measures, such as the following:

 Selecting a mitigation measure that fits the circum-
stances of the site.

+ Keeping abreast of new mitigation technologies. Enter
new products in the state DOT purchasing system as they
are identified to expedite their use during an emergency.

+ Considering certain practices when using large flood-
barrier systems and others for smaller sites.

* Being prepared to address unintended consequences of
mitigation measures.

* Recording areas that were affected so they can be con-
sidered for projects to prevent future problems.

* Developing an in-house automated process for federal
reimbursement when a commercial product could not
be found.

Maintenance:

* Conducting preparedness activities before a controlled
release of water from dams, including checking for
blocked culverts, defining the disaster response stag-
ing areas, and deploying ITS, such as traffic cameras
that could provide a view of inundated roads.

Design:

* To rebuild 4 miles of a washed-out interstate, starting
the design process before water levels had fallen, and
adopting a design-build approach given the availability
of the original plans.

Construction:

* To rebuild 4 miles of a washed-out interstate, using
predetermined contract rates, incentive clauses, and
utilized contracted inspection services.

Planning:
» Using lead time before waters rose to develop flood

mitigation projects, as identified through use of GIS
and LIDAR.
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* After road closures are made for safety, using planner
expertise to determine and communicate the impact of
road closures.

* Development of an Emergency Transportation Operations
plan with the Iowa State Patrol.

Practices by Crosscutting Functions

Communications:

Engaging directly with constituencies; for example,
the freight haulers, through associations such as Iowa
Motor Truck Association

Using 511 system to communicate road status
Directing ITS cameras toward vulnerable areas

Using 24-hour public information call center

Using dynamic messaging signs

Using public website dedicated to the flood

Using Highway Advisory Radio.

Identifying notable communications practices to include,

such as:

Considering the early engagement of DOT divisions
or offices that may assist in the flood response, includ-
ing front-line support services that handle equipment,
signs, purchasing, and traffic and safety, as well as
research and technology

Establishing a core group that expands, as needed, with
the staff required to address the issues at hand that day
Engaging neighboring states immediately if it appears
that a regional detour will be required

Ensuring that all communication with regard to
regional or local detours is provided in a timely manner
Setting a goal and purpose for project team meetings
Carefully structuring meeting agendas to move from
general information sharing to more detailed discussions
Establishing consensus on the nature and extent of the
public message and ensuring delivery of a consistent
message

Designating one individual within the DOT as theparty
responsible for managing information flow
Implementing a policy that identifies the agency’s
philosophy with regard to detours—regional or local-
ized—and describes how information about detours
will be disseminated

Clarifying the DOT’s position on the primacy of the
state’s 511 site as the source for traveler information
Instituting regular prompting to those contributing
information to an event-specific website to ensure that
the site’s information is accurate and current
Evaluating the need for a call center to respond to pub-
lic inquiries, taking into consideration the extent and
nature of an event and available resources

Placing the call center team in one room with a cubicle
design to enhance privacy

* Considering the use of a software program that pro-
vides statistics on caller volume

« Utilizing “Turn Around Don’t Drown” public service
messaging from a multistate initiative.

Interagency Coordination:

* Including FHWA on the team from the start

* Coordinating with multiple state and federal agencies,
including other states, through daily webinars and
briefings by other agencies, such as NWS and the U.S.
Army Corps of Engineers

+ Clarifying whether the purpose of interagency meet-
ings was for information sharing or decisions

* Interacting on multimodal issues directly with affected
parties, supporting their efforts by standing down on
nearby projects, and facilitating communications with
local agency representatives

* Understanding the resources (e.g., time and staff)
needed to address the complexities of working with
another state linked by a heavily used toll bridge where
such state had experienced less severe impacts and the
toll bridge governing body had its own interests to
assert in negotiations.

Data and Knowledge Management:

* Participating the Governor’s task force and state-level
After Action Report, conducting a state DOT After
Action Report, and hiring a consultant or other exter-
nal facilitator to run the exercise

* Supporting the communication of state DOT-related les-
sons learned to U.S. Department of Homeland Security

* Providing a forum for the public to tell stories about
transportation issues from the event, under a web-based
“storify” project

* Investing in LIDAR data sets and using them to deter-
mine at-risk sites and to identify places that would be
safe and not require investment of precious time for
protection

+ Using aerial images of the event early on for situational
awareness

+ Convening a daily sit-down regarding GIS data along-
side the state DOT’s daily flood-management team call

* Maximizing the use of GIS staff available to contribute
to damage survey reports.

CASE 3 : TENNESSEE—HIGH-INTENSITY RAIN AND
TORNADOES (2010)

Introduction

The Tennessee Department of Transportation (TDOT) is a
multimodal agency that builds and maintains 14,000 miles
of state and interstate roadways (TDOT 2010a).
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In May 2010, heavy precipitation in parts of Tennessee
exceeded a 1,000-year, 48-hour storm event (Degges 2010).
Flooding took 24 lives within the state, shut down portions
of three interstates, heavily damaged roadways, and closed
railway operations in the western part of the state for more
than a week. It took approximately 83,000 TDOT mainte-
nance hours to assess damage and recover, with $45 million
in repairs estimated and 100 routes affected (Burbank 2011).

This case example describes how TDOT managed this
extreme weather event at a statewide level.

Event Summary

On Friday, April 30,2010, weather forecasts for both western
and middle Tennessee projected 2 to 4 in. of rain and flash
flooding of low-lying areas (Response to May 2010 Flood-

. 2010). On Saturday, May 1, nearly 3 in. fell before
noon (Record Floods of Greater Nashville . . . 2010). The
state Emergency Operations Center and its Emergency Ser-
vices Coordinators were activated at 12:30 p.m. More than
3 additional inches of rain fell by 6:00 p.m. (Record Floods

of Greater Nashville . . . 2010). At that time, TDOT des-
ignated its Regional Maintenance Supervisors as Incident
Commanders. For the rest of May 1, TDOT crews, working
through the night, operated in cooperation with law enforce-
ment to close ramps, roadways, and interstates. The storm
system included at least 12 tornadoes (Degges 2010). One
tornado tracked for 25 miles in the early morning hours of
May 2, causing a fatality in Hardeman County (2010 Tor-
nado Fatality Information n.d.), in the town of Pocahontas
(Ascensio 2010).

On Sunday, May 2, the rain was just as heavy as it was
May 1 (Record Floods of Greater Nashville . . . 2010).
TDOT sustained damage to its Intelligent Transportation
System, and the volume and intensity of the rain suggested
that the regional TDOT office in Nashville would be at risk
of flash flooding (“May Storms and Flooding of 2010” n.d.;
Response to May 2010 Flooding . . . 2010). TDOT man-
agement called in staff to address the risk to the facilities and
other property, such as agency vehicles. TDOT began
developing detours for I-40, the major East Coast to West
Coast interstate that runs across Tennessee from the Great
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Smoky Mountains to the Mississippi River. FHWA decided
to station staff at the State Emergency Operations Center,
given the scope of the impacts, to help in reporting up to
the U.S.DOT in Washington, D.C. (Response to May 2010
Flooding . . . 2010). During the event, TDOT kept mainte-
nance crews and management tied in through regular con-
ference calls.

By the end of May 2, Tennessee hit a new 2-day rainfall
record of 13.57 in. (Record Floods of Greater Nashville . . .
2010). Rain gauges in several areas recorded 20 in. for that
2-day period (Record Floods of Greater Nashville . . . 2010;
see Figure 6). By this time, a 65-mile stretch of [-40 was
closed because of high water. The initial detour routes for I-
40 were inundated as well. TDOT discussed detour plans
with Kentucky and Alabama for 2 days, anticipating use of
alternate interstates 1-24 or I-65.

On Monday, May 3, the weather was clear, but flood
waters would still rise for the next day or so. TDOT removed
IT equipment from at-risk locations. On May 3, to assist in
the evaluation of structures when waters receded, TDOT
brought in inspection crews from the agency’s two unaf-
fected regions in the east (Response to May 2010 Flooding

. 2010). Using these and other headquarters resources,
TDOT headquarters formed five additional assessment
teams. These teams would assist the regions in perform-
ing damage assessments as part of the FHWA Emergency
Relief (ER) process (“TDOT Awards Emergency Contracts
for Flood Repair” 2010). Each team reported to an Incident
Commander/Regional Maintenance Supervisor (Responseto
May 2010 Flooding . . .2010). TDOT also embedded its staff
with FEMA field crews. These organizational efforts took
place during flooding and required some managers to work
remotely. According to the TDOT interviewee, one regional
maintenance director was rescued from his home by
inspection crews before he could join the effort. A TDOT
maintenance engineer lost his own house but kept work- ing.
As the flood waters receded, TDOT was responsible for
opening the roads. This responsibility included removing
debris, including lost and deserted vehicles no longer driv-
able (see Figure 7).

TDOT chose a Regional Maintenance Engineer in the
affected region to be the Incident Manager, given that indi-
vidual’s experience with ICS under a 2008 tornado event in
Tennessee. To ready the assessment teams, TDOT used a
simple diagram of the Incident Command System to train
or refresh previous instruction, relying on standard forms—
for example, FEMA Form 201—to brief participants. TDOT
also ensured that each team had a designated person at the
Incident Management Office tasked with ensuring that the
needed documentation for each assessment was completed.
TDOT used teleconferences to maintain situational aware-
ness among management and the public information officer
(Response to May 2010 Flooding . . . 2010).

FIGURE 7 Trucks backed up on | 40 in Tennessee due
to flash flooding, May 2012 (prior use by TRB in Research
Circular E-C152, 2011).

TDOT worked in consultation with FHWA to draft, let,
and award on-call contracts to assist regional maintenance
crews in repairing roadways damaged by the flood (Response
to May 2010 Flooding . . . 2010). There was urgency to the
assessments because the sooner localities knew whether
FHWA would approve the ER, the sooner they could approach
FEMA (Response to May 2010 Flooding . . . 2010). TDOT
quickly coordinated its divisions—Environment, Structures,
Design, Public Information, Construction, and Mainte-
nance—to work with FHWA and to ensure projects got under
contract quickly (Response to May 2010 Flooding . . . 2010).
Also, TDOT was quick to begin working with counties to
assist them in their own damage assessment (“TDOT Awards
Emergency Contracts for Flood Repair” 2010).

On May 4, TDOT sent to FHWA a letter of intent to
request ER funds (Degges 2010). By May 5, TDOT was ready
to let contracts covering the needed recovery projects. Later
on, contracts were let for more specific projects (Response to
May 2010 Flooding . . . 2010). According to the TDOT Com-
missioner, when interviewed on that date, “With the contracts
approved, we can begin to fully implement repairs just as
soon as the inspection process has been completed” (“TDOT
Awards Emergency Contracts for Flood Repair” 2010).

FHWA ultimately funded $39 million in Emergency Repair
projects (Degges 2010), including $1.8 million that went to local-
ities (“Portion of State Route 7 Damaged . . .” 2011). Through
FEMA’s cost share program, a total of $178 million for local,
state, and federal funds was used on 5,600 recovery projects, of
which more than $75 million went to repair bridges, roads, and
public buildings (“Fact Sheet, One Year Later...” 2011).

State DOT Activities
Operations and Maintenance

Like many states, Tennessee utilizes an all-hazards approach
and has disaster planning in place. Its disaster planning
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includes earthquake drills, given the state’s location in the
New Madrid seismic zone. In addition to this preparation,
TDOT also drew from actual disaster responses, such as a
2008 tornado and more recent winter ice storms. Accord- ing
to an interviewee, for the 2008 tornado event TDOThad
regional maintenance directors take over response and
recovery modes. Therefore, in the case of the 2010 flash
floods, TDOT leveraged the known experience of key staff
in order to quickly stand up ICS internally.

According to an interviewee, prior professional relation-
ships also facilitated trust and confidence in designating
leads. Similarly, management could anticipate which staff
did not have sufficient training. As a result, TDOT ensured
ICS materials were on hand and used to train staff in the
approach. Management called in staff from less-affected
regions. Because each unit has a small travel budget, there
was flexibility that permitted inspection crews from east- ern
regions to stay and support their colleagues for a week.
Management also provided hands-on leadership early, which
sharpened focus and impressed upon managers the signifi-
cance of the event. For example, when a staff person stated
on May 2—a Sunday—that “the TV says only to go out if
it is an emergency,” a TDOT manager clarified that the situ-
ation was an emergency that required the worker to leave his
house and help prepare for the flood. Management also
encouraged their crews to “think upstream” with respect to
traffic flow and to close off ramps a distance before the most
affected areas in order to prevent worse pileups on roadways.

Even with limited ICS training, TDOT staff knew to “take
the lead on their stuff” in the highway right-of-way. They
were aware that they had to seek clearance from man-
agement to go beyond their scope to support others (such as
first responders). An interviewee provided an illustration of
this defined role when describing the TDOT response to the
storm’s many tornadoes. He stated that during a tornado,
staff would be expected to focus on transportation-related
problems, as with any other event. Despite the wreckage they
create, tornadoes typically do not present as large a problem
for a state DOT as a flood does, because tornadoeswill cut
across a roadway at a single narrow point. In the event that
they cut through a denser set of roadways, that sit-uation is
typically in a city, which brings its own resources to bear.
The primary focus of TDOT in a tornado situationis to
ensure workers know to shelter in place or know the detour
from the tornado’s path may have flooding issues. The focus
is on conditions within the highway right-of-wayand public
safety there. In the interviewee’s view, “all emer-gencies are
local” and first responders lead on emergencies at the local
level.

TDOT, with its regional and headquarters staff, devel-
oped a post-action report to determine lessons learned, such
as what worked and what would need improvement dur-
ing disaster operations (Response to May 2010 Flooding

... 2010). This exercise included FHWA staff. Some key
recommendations included refinement of the Continuity of
Operations Plan to outline how critical duties would be per-
formed during these events; creation of an operations center
within the headquarters building to facilitate the rapid deci-
sion-making process required during emergency operations
(especially those occurring in off-hours); designation of an
assessment team prior to an emergency event and within
each region and headquarters; and proper training (includ-
ing ICS training) and equipment for future events (Response
to May 2010 Flooding . . . 2010). The TDOT interviewee
viewed this exercise as an effective practice.

Design and Construction

During the 2010 flood recovery period, TDOT expedited
critical decisions on which activities would be done by in-
house experts versus emergency contractors. Also, TDOT’s
decision to include design professionals on assessment teams
and to include FHWA in the response effort from the start
yielded important, timely collaboration on design issues.
One example regards TDOT’s handling of a heavily dam-
aged road at Route 7 in Maury. TDOT determined that con-
structing a bridge over the damaged road would be more
cost-effective than reconstructing the road and its environs.
This solution was not straightforward, however, because it
involved buying a right-of-way. Because reimbursement for
reconstruction would be available at a higher percentage the
sooner rebuilding began, TDOT had to make a judgment call
early into the recovery period on whether to rebuild the road
or construct the bridge. Ultimately, the future resiliency of
the bridge won out over a road rebuild. TDOT’s coordina-
tion with FHWA facilitated decision making on this “better-
ment” project.

As noted, TDOT was quick to use on-call contracts, for
example, leveraging existing maintenance contracts. The
Construction division, in particular, reacted quickly to the
event despite the many compliance issues it needed to con-
sider. The division approved letting 11 on-call contracts, one
for each district, by May 5 (“TDOT Awards Emer- gency
Contracts for Flood Repair” 2010), just a few days after the
event. Information on the contract scope and details on
procurement were posted on a dedicated website to pro- vide
access and transparency on the government’s recovery
efforts. TDOT determined where services went beyond the
scope of on-call contracts (Response to May 2010 Flooding .
.. 2010) and developed new contractual arrangements, such
as for geotechnical engineers, and planners. Since the 2010
flood, TDOT is looking into developing contract specifica-
tions and proposal documentation for emergency manage-
ment situations so TDOT might be able to take them right
“off the shelf”—ready to go (Response to May 2010 Flood-
ing . ..2010). TDOT’s proposed approach is expected to help
implement emergency contracting authority more quickly
during similar events.
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Planning and Related Activities

As a consequence of the 2010 flood, TDOT created an
Emergency Management Steering Committee under the
Assistant Chief of Operations. The steering committee was
designed to address cross-functional issues surrounding the
department’s various roles in emergencies and included the
Directors of Human Resources, Community Relations, Cen-
tral Services, Maintenance, and representatives from each
region. This effort has spurred better coordination: instead of
disbanding, the Steering Committee continues to meet nearly
2 years later.

The TDOT interviewee states that after the 2010 flooding
event, he initiated a dialogue with a research group, the 1-95
Coalition, in order to secure instruction for TDOT managers
on using GIS for freight rerouting.

Communications

During the 2010 flood event, communications were central-
ized under the state emergency operations center so that
formal communications to the public were consistent. The
TDOT interviewee reported that at this level, the main mes-
sage concerned search and rescue and the death toll, rather
than the road closures. According to the interviewee, with
the exception of interstate detours decision making, road
closures were largely a local issue managed by TDOT and
law enforcement at the local level.

TDOT lost the public website the during the intense
rainstorm. Soon, however, it had a traffic map available
on a website to get information out to the public. A recent
upgrade to TDOT’s 511 system also enhanced the delivery
of information to the public. In 2009 TDOT upgraded its 511
system to include an automated voice response system that
allows travelers to name any location in Tennessee and
receive information about incidents involving lane closures
(“Telvent SmartMobility Interactive Voice Response” n.d.).
Designed to handle 60 calls simultaneously, up to 85,000 in
a month, the system contributed to storm response (“Telvent
SmartMobility Interactive Voice Response” n.d.). At peak,
the system processed 45,000 calls in a day, with nearly 180
simultaneous calls, and 180,000 for the month of May (“Tel-
vent SmartMobility Interactive Voice Response” n.d.).

Interagency Coordination

As noted, TDOT embedded staff in FEMA crews and
included FHWA in meetings early on. TDOT reported that
during the 2010 flood recovery period, it also sought to bet-
ter understand the relationship between FHWA and FEMA
decision making. TDOT observed that FEMA often waited
for FHWA to render a decision before picking up a reim-
bursement issue (Response to May 2010 Flooding . . . 2010).
TDOT sees opportunity for more collaboration to make

stakeholders’ interactions with both agencies more efficient.
It is supplying more training to its staff on the assessment
processes that support later claims for federal reimburse-
ment. Such training was recommended after the 2010 event
by the new TDOT Emergency Management Steering Com-
mittee (Response to May 2010 Flooding . . .2010).

Data and Knowledge Management

TDOT developed an After Action Report with diverse partici-
pants after the 2010 flood event. A key recommendation was
the formation of the Emergency Management Steering Com-
mittee mentioned earlier in this case example. Both support
Knowledge Management, including information sharing.

The 2010 flood event highlighted to TDOT the utility of
having diverse data sets. During the flood in 2010, TDOT
used its own aerial photography and GoogleEarth topologi-
cal maps to try to predict the elevation of facilities under
threat of flooding. The results were mixed. Even with the
collected data, the topographical information available was
still imprecise. For example, the TDOT interviewee noted
that there remained so much concern over the possible fate
of a milling machine that TDOT staff considered building
a kind of moat around the facility in which it was housed.
In response, by 2011, the state had secured LIDAR maps,
which have improved the precision of the spatial informa-
tion and allowed better decision making. Data are now better
for the areas TDOT anticipates as potential trouble spots in
known vulnerable areas. Based on prior experiences during
floods, TDOT is engaged in optimizing the data resources it
has; it is currently determining how its LIDAR results can
integrate with the way the U.S. Army Corps of Engineers
describes water levels.

Lessons Learned and Related Practices

The following summarizes key practices identified in this
case example by mission-related and crosscutting functions.

Lessons Learned and Related Practices
Practices by mission-related functions
Operations:

¢ Including FHWA in state DOT headquarters team so it
could keep U.S.DOT updated

+ Assessing risks to department assets and communicat-
ing that employee safety was paramount

* Maintaining regularly scheduled conference calls

* Drawing on prior experience to “think upstream” (up
from the affected area) in conducting road closures

+ Leveraging the small travel budget in each region to
bring in resources from less-affected regions to support
timely assessments critical to federal reimbursement
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+ Placing a design professional on assessment teams

* Supplying brief ICS training during the event

* Refining Continuity of Operations plan to outline how
critical duties will be performed during these typesof
events

* Giving consideration to creating an operations center
within the headquarters building to facilitate rapid
decisions, especially in off-hours

» Designating assessment teams prior to these events, in
each region and at headquarters

* Conducting training—for example, ICS training—and
equipping for future extreme weather events.

Maintenance:

* Managing tornadoes occurring during larger storm
as (1) an employee safety issue and (2) a right-of-way
debris removal issue.

Design:

* Leveraging the FHWA “betterment” option to build a
more resilient replacement structure.

Construction:

+ Accelerating the drafting and letting of contracts for
repair work so that repairs could begin as soon as
inspections were completed

* Ensuring all relevant units were working with FHWA
as contracts and the formal letter of intent to request
Emergency Relief funds were developed

* Giving consideration to developing “off-the-shelf”
contractual terms for emergency situations

+ Posting the contracts let under exigent circumstances
on website for transparency.

Planning:

+ Using associations such as [-95 Coalition to find ways
to improve interstate coordination under an extreme
weather event

* Supplying training in GIS for freight rerouting, using
the resources of the 1-95 Coalition.

Practices by crosscutting functions
Communications:

+ Using 511 system, given public familiarity with it

* Developing public-facing traffic map for the website to
deliver up-to-date information on closures

+ Using new, enhanced 511 call-in system that permits
travelers to name any location in the state and receive
information on lane or road closures.

Interagency Coordination:

* Embedding of staff in FEMA field crews to enable bet-
ter collaboration on the federal reimbursement process

¢ Including FHWA in ICS

* After the event and in response to a recommendation in
the After Action Report, creating an Emergency
Management Steering Committee to ensure a cross-
functional approach to the state DOT’s various roles
in an emergency, including Human Resources,
Community Relations, Central Services, Maintenance,
and representation from regional agencies

 Providing additional training to staff on the assessment
process to support federal reimbursement applications.

Data and Knowledge Management:

+ In absence of preassigned staff, leveraging of person-
nel known to have ICS experience from a previous
disaster to lead the operation, educating crews using
standard ICS forms, and ensuring there is a dedicated
person for each crew in the central office (UC)

* Developing an After Action Report that records effec-
tive practices, lessons learned, and new approaches
going forward

» Upgrading geospatial data sets to include GoogleEarth,
the state’s aerial photography, and LIDAR maps

* Working with other agencies well ahead of extreme
weather events to optimize each other’s data sets and
methods used.

CASE 4 : WASHINGTON—HIGH-INTENSITY RAIN (2007)
Introduction

The Washington State Department of Transportation
(WSDOT) manages 18,600 miles of highway and 3,600 bridge
structures (“Who We Are and What We Do” n.d.). Its 23 ferry
vessels and 20 ferry terminals make up the largest ferry sys-
tem in the nation (“Who We Are and What We Do” n.d.). It
is responsible for supporting transportation-related emergency
management activities in nearly 40, largely rural, counties.

During The Great Coastal Gale of December 1-3, 2007,
a sequence of snow, wind, and rainstorms and a tempera-
ture swing from frigid to warm led to flooding that affected
many communities in western Washington. In addition to
general flooding, there were other dangerous impacts in sev-
eral locations. A major sinkhole appeared in King County
near Seattle. Hurricane strength winds hit the coast. A land-
slide closed a state road for a month. State and interstate
highways saw $23 million in damage, while city and county
roads experienced $39 million in damage (Preparing for a
Climate Change . . .2012).
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Among the most severe impacts was flooding in the Che-
halis River Basin. After 15 in. of rain in one 24-hour period,
the Chehalis River Basin experienced a one-in-100-year
flood that inundated and ultimately closed a 20-mile stretch
of Interstate 5 (I-5), the major road connecting Portland,
Oregon, to the Seattle area. This case example focuses on the
4-day closure of I-5, a major north—south corridor. The
flooding led to delayed or rerouted freight and a lost eco-
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Event Summary
On the morning of Friday, November 30, a large storm was

forecast for western Washington state, and WSDOT staff
at the headquarters and regional level studied projections

FIGURE 8 Regional view of The Great Coastal Gale of December 1-3, 2007, including wind speeds in Chehalis,
which saw severe flooding caused, in part, by extreme temperature swings in nearby mountain areas that has just

experienced snowstorms (Reed 2007).

FDA, Inc. 31




and took several preparedness steps (WSDOT 2008). These
actions included setting the times at which to activate the
Emergency Operations Centers (EOCs) and developing
staffing plans to ensure 24/7 operations would be available
as long as necessary. They also engaged in a call with the
NWS, which confirmed previous weather information and
introduced the likelihood of heavy snowfall in the moun-
tains; WSDOT then addressed this snowfall in planning.
Communications staff prepared a plan that outlined risks,
messaging, and communications tactics for the event.

On Saturday, December 1, heavy snow fell in the Cas-
cades under Arctic conditions; then, 12 hours later, the tem-
perature warmed to the 50s. The recent snow melted that
Sunday and could not be absorbed by the saturated ground,
creating conditions for a major flood. On the morning of
Monday, December 3, WSDOT staff examined weather data
from the NWS and commercial sources, and concluded that
the storm arriving off the ocean would be substantial. There-
fore, WSDOT continued preparedness efforts.

WSDOT began planning the closure of I-5 even before the
storm hit. Typically, I-5 sees 10,000 commercial vehicles a day
(WSDOT 2008); however, in 2007, there was no viable, well-
defined detour. When the extreme weather hit in December
2007, WSDOT developed a detour for traffic from Portland
to Seattle, which relied on interstates and added an estimated
440 miles and 7 hours to the typical I-5 trip between Portland
and Seattle (WSDOT 2008). Shorter detours were identified
but were to be for local traffic only. The preference was to
hold commercial traffic, including freight, in safe, fixed loca-
tions until the projected flood waters subsided. Anticipating
the need for assistance in enforcing the detour, WSDOT made
a Request for Assistance through the state EOC for National
Guard support. Communications staff refined their messag-
ing in collaboration with executives and operations personnel,

and WSDOT also planned to hand out maps to commercial
vehicles at the rest areas before the I-5 detour.

On December 3, the storm, which was the remnant of a
Western Pacific typhoon (WSDOT 2008), hit western Wash-
ington with high-intensity rain and powerful winds (see Fig-
ure 8). The Chehalis River reached flood stage by 4:00 p.m.,
December 3, and was a record 9 ft higher in less than 12
hours (WSDOT 2008). At headquarters, the WSDOT Secu-
rity and Emergency Operations Manager, who in 2007 was
just one year on the job, quickly activated the EOCs. He and
others set up “an abbreviated” EOC in the office of the State
Maintenance Engineer (WSDOT 2008) and worked through
WSDOT’s six maintenance regions to link to the field.

While keeping the safety of its crews and the public the
priority, WSDOT began managing recovery during the
response phase. The main priority of recovery was to reopen
state highways. Through the efforts of WSDOT staff, some
of whom spent overnight hours in the cabs of their trucks
(WSDOT 2008), many roads were reopened soon after the
storm was over, allowing emergency responders and utility
crews to travel.

The same day, December 3, WSDOT implemented the
planned closure of I-5 because of flooding, landslides, and
downed trees and power lines (see Figure 9). When the
waters crested on December 4, there were approximately 3
miles of -5 under 10 ft of water (“Residents of Washington,
Oregon Dig Out” 2007).

WSDOT engaged in recovery activities at the same time
it was managing its response, seeking to safely open up I-5
to passenger and commercial vehicles. WSDOT assessed the
viability of opening the interstate through use of a camera
at the I-5 worksite and with other GIS support. I-5’s closure
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increased calls from the public at WSDOT headquarters and
two regional offices. Calls at headquarters were so heavy that
three people were needed to answer them continually until
just before the end of the closure. After more than 3 days
of the I-5 closure, on the evening of December 6, WSDOT
allowed certain commercial traffic through I-5. The inter-
state opened completely at noon on December 7.

State DOT Activities
Operations and Maintenance

During the 2007 storm event and flood response, WSDOT
maintenance staff, as noted earlier, focused on reopen- ing
roads across the affected part of the state. There is an
understanding that WSDOT “writes off” its costs in sup-
porting rural areas, such as those affected so severely by
the 2007 event. Maintenance staff logged their hours to
a work order and focused on the activities needed to be done.
Collaboration sites helped document activities. For example,
to manage road closures and reopening tactics, road closure
reports from the field went to the correspond- ing region’s
EOC. The EOCs used WebEOC to record and maintain the
status of road and bridge closures and to doc- ument actions
taken.

Later, as part of its emergency management approach,
WSDOT developed an After Action Report, which is typi-
cally called for under the EM model. Through the process
of summarizing the preparedness, response, and recovery
activities it undertook, WSDOT identified and defined the
lessons learned from its operations and other activities dur-

ing the event (WSDOT 2008). One finding was that the three
to four people devoted to WSDOT emergency management
were not enough (WSDOT 2008).

Regarding the I-5 closure in particular, lessons learned
included the following (WSDOT 2008):

» Engaging air assets provided helpful information on the
scope of the flooding.

* Use of the National Guard was effective, but the chain
of command needs clarity from the start.

* Information sharing through SharePoint, WebEOC,
and conference calls enabled a quicker, more coordi-
nated response.

* GIS support for the event in headquarters helped to
create a visual scope of the incident.

A lesson learned relating to the I-5 closure was detailed
by the WSDOT interviewee. He noted that the issues and
techniques associated with addressing freight traffic were
sometimes very different from those relating to passen-ger
traffic. In the case of the December 2007 storms, the impact
of shutting down freight traffic on the I-5 was far reaching:
Gas stations lost fuel and the supply chain to nearly all of
Alaska was under threat of a shutdown, for example (see
Figure 10). To aid the situation, WSDOTestablished State
Road 7 as a detour for commercial and passenger vehicles,
but the local roads could not handlea large amount of
traffic, so WSDOT did not post it asa detour. Passenger
vehicles alone had another alterna- tive route, State Road
12, but it was at risk for flooding (WSDOT 2008).

FIGURE 10 Flooding on Interstate 5 in Chehalis, Washington,lg%qr%ber 4, 2007 (Flickr Commons, WSDOT).
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To enforce the 1-5 detour, WSDOT planned 24/7 traffic
control points at a southerly junction in Morton, Washington,
and one near Eatonville, Washington, farther to the north.
Exits could become entry points, so exits were manned 24/7
as well (see Figure 11). Commercial and other traffic that did
not take the 400-mile I-5 detour stayed at either Morton or
Eatonville, with the Morton site in the south having to manage
a substantial amount of activity and traveler needs. WSDOT
appreciated having armed members of the National Guard for
a simple show of authority; however, WSDOT soon learned
that certain freight simply had to get through by means of the
non-interstate detours. WSDOT developed a list of criteria
(WSDOT 2008) to decide which commercial vehicles could
go through. These criteria were the following:

» Loads related to disaster relief in affected communities

* Supplies for hospitals, medical centers, and pharmacies

* Perishable loads that would not survive the longer detour

* Food and other goods destined for grocery stores,
schools, and institutions

* Supplies of fuel

* Local deliveries to certain counties.

Shipments to ports, with the exception of commodities
listed earlier, were specifically excluded.

From this experience in 2007, the WSDOT interviewee
reports, WSDOT has since created a Commercial Vehicle

Path System with a section on freight and handling detours
through rural routes. Tools include a mobile message board,
cameras, and pre-signage. Under this system, a trucking
company seeking to move through a restricted area applies
for a pass depending on its level of priority: A, B, or C. The
WSDOT, National Guard, and local law enforcement at the
traffic control point are to ensure only certain freight haulers
go through. It was an internal WSDOT decision to develop
the Commercial Vehicle Path System, and it is designed to
work anywhere in the state, not just in the I-5 corridor.

Another change in Operations since 2007 has been
WSDOT’s expansion to include a wholly new function.
WSDOT added an Aviation Division to support disaster
relief, including both search and rescue and remote sensing
of images for decision support. The WSDOT interviewee
reports that this new division has conducted 300 rescues
since its inception, accomplished through coordination of
a multiagency force. WSDOT considers this a significant
change that it has managed since the 2007 floods.

Design and Construction

The major detours required in the 2007 Chehalis RiverBasin
flood underscored that detours implicate long-term design
issues. When more projects are moved onto side roads, more
assessments are needed of slope stability and the robustness
of the road surface. In the absence of such

FIGURE 11 Aerial view of inundated Interstate 5, showing the freeway overpass in center of photo, Chehalis, Washington,

December 4, 2007 (Flickr Commons, WSDOT).
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assessments, there is a strong disincentive to send traffic to
unprepared roads, because WSDOT has to pay for damages
to local roads.

Policy makers moved quickly after the December 2007
event to address the flooding issue in particular. By early
2008, the legislature had called for $50 million to be appro-
priated to WSDOT for a flood-control project (Flood in the
Chehalis River Basin 2008). The risk of flooding also has
moved several projects up in priority within the state budget.
WSDOT reports it is trying to get out the message that doing
mitigation work now will help later. Separately, the Wash-
ington State government has used the Chehalis River Basin
flooding in 2007 to illustrate risks to infrastructure from
climate changes (Preparing for a Changing Climate 2012).

Planning and Related Activities

WSDOT’s Emergency and Security Operations Manager
states that the 2007 flood was a triggering event in the devel-
opment of WSDOT’s emergency management program. At
the time of the 2007 flood, the emergency management arm
of WSDOT had a staff of three to four people. As noted else-
where in this case example, WSDOT identified low staffing
in the headquarters of EOC as a barrier to its ability to ensure
all actions were accomplished. Six years later, WSDOT has
an Emergency Operations Center with 45 staffers. WSDOT
staff engaged in the FHWA-funded climate-change vulner-
ability study that has identified at-risk areas of the state, and
this information supports planning activities.

Communications

With respect to external communications, WSDOT believed
conducting communications planning in advance helped get
the right messages to the public during the December 2007
event (WSDOT 2008). External communications relied,
in turn, on strong internal communications, and WSDOT
believed having conference calls at the same time eachday
was important, as did coordinating the timing of calls around
maintenance calls. WSDOT “communicators” sta- tioned at
the regional operation center took the information delivered
internally and created and distributed WSDOT Highway
Alerts (WSDOT 2008).

WSDOT communicators also used press releases to direct
the media (and through the media, the public) tothe
state’s 511 dial up or web information system. In summary,
WSDOT communicators in each office did the following:

* Responded to media calls for updates

* Facilitated media interviews with key WSDOT personnel
+ Updated WSDOT’s traffic web pages

* Posted closure information on web pages

+ Updated Highway Advisory Radio messages

* Crafted alert messages for the 511 Traveler Information
System
* Monitored media coverage of the storm.

As a result of this broad plan of action for communica-
tions, the WSDOT status of roads and bridges was in nearly
every news story and broadcast (WSDOT 2008). The Road
and Bridge Closure List was in the “news ticker” at the bot-
tom of every television station’s screen. WSDOT’s web- site
was also a resource to the public (WSDOT 2008). For
example, although there were an average of 4 million page
views per day in November, there were 11,084,998 views on
December 3, at the height of the storm (WSDOT 2008).

The WSDOT After Action Report describes how the agency
also took phone calls directly from the general public. This
task, unfortunately, overwhelmed the staff’s ability to address
questions, especially when the website and 511 reporting sys-
tem crashed or they did not have up-to-date closure reports.
As aresult of the AAR process, a key recommendation within
WSDOT was to create a call center during these types of events
and to have a phone system that allows for easy and rapid trans-
fer of calls. Another issue that surfaced was ensuring up-to-
date information for those on the front lines answering calls.

With respect to the I-5 closure specifically, WSDOT
reports innovative communications strategies to manage the
situation in 2007 (WSDOT 2008), including the following:

* Direct mail postcards to truckers about the closure

* Portable cameras at the I-5 closure point

+ Listserv messages

* Graphic communications for non-English-speaking
public

* Having a front-line spokesperson providing informa-
tion on the larger picture

+ Use of Incident Response Team truck signs while
cruising up and down the truck holding area

+ Getting photos to tell stories and posting them on
Flickr, an online photo-sharing site.

WSDOT reports that it has developed freight alerts since
2007. Individuals can sign up to receive an e-mail on the
status of closures and other activities affecting freight, and
30,000 people have signed up so far. The alert system has
been an effective practice for enhancing communications
within this distinct and important sector.

Interagency Coordination
As noted earlier, WSDOT engaged with NWS early and
directly, thereby securing up-to-date and actionable infor-

mation rather than simply relying on general NWS reports.

Another important area of interagency coordination was
the interaction with the National Guard at the I-5 clo-
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sure. WSDOT staff expended considerable time managing
the I-5 detour for several reasons, which follow (WSDOT
2008). First, after I-5 closed, there were many truckers
holding in the town of Morton, where the detour began
in the south. The situation required attention as the truck- ers
engaged with local authorities. Second, the National Guard
members did not understand that they were to report to
WSDOT staff. Communications were hindered furtherby
lack of equipment interoperability between WSDOT and
the National Guard. Third, it became clear that some classes
of commercial vehicles needed to use the State Road 7
detour. As a result, WSDOT had to develop criteria and
render decisions on which commercial traffic couldgo
through checkpoints manned, in part, by the National Guard.
These guidelines, detailed elsewhere in this case example,
were implemented by WSDOT’s traffic-control points in the
north and south, with the help of local law enforcement and
the National Guard.

Data and Knowledge Management

During the event, WSDOT used SharePoint, WebEOC, as
well as teleconferences to coordinate information. WSDOT
engaged in the AAR exercise noted earlier and had all
regions supply input. WSDOT had those regions not directly
affected by the storm (or the I-5 closure) submit reports
as well, creating an enterprise view of an event (WSDOT
2008). As part of the AAR process, WSDOT concluded that
during a disaster situation, better information needs to be
collected. For example, the AAR suggested that the roads
report link on the WSDOT website should have had all state
roads listed. Also, from a layperson’s perspective, more site-
specific information is needed to describe a road; for exam-
ple, it is not sufficient to simply name the milepost (WSDOT
2008). A milepost number is not immediately useful to most
motorists, who require landmarks or other evidence of where
it is actually located.

Also, since 2007, WSDOT has expanded the use of GIS
among its maintenance crews. WSDOT is also now supply-
ing its maintenance staff with handheld GPS so they can
enter the exact coordinates of mitigation activities for a
database; therefore, the agency will not have to rely on insti-
tutional knowledge. Also, there are GPS units in 50% of the
WSDOT fleet so that WSDOT can track where resources are
at any time and especially during an emergency.

With respect to the I-5 closure in particular, when the
event was over, WSDOT sought to collect and synthesize rel-
evant information on the Chehalis River Basin flood issues
(Flooding in the Chehalis River Basin 2008). More infor-
mation would support more effective transportation plan-
ning and perhaps prevent the shutdown of I-5. As a result,
the WSDOT Environmental and Engineering Programs
Director, the Southwest Region Administrator, and the
Deputy State Design Engineer all submitted requests for a

Transportation Synthesis Report from the Washington State
Transportation Center, a cooperative transportation research
partnership whose members include University of Washing-
ton, Washington State University, and WSDOT (Flooding in
the Chehalis River Basin 2008). The resulting synthesis
document provided a timeline of Chehalis Basin studies and
flood, and a list of official publications, including those devel-
oped after two other “once-in-100-year floods” that occurred
in 1990 and 1996. These documents describe a long history
of WSDOT, the U.S. Army Corps of Engineers, and other
agencies grappling with the flood risk. At about the same
time, the Washington legislature, as noted earlier, called for
$50 million to be appropriated to WSDOT for a flood-control
project in the basin, based on their understanding of the prob-
lem and the capabilities of WSDOT to address it (Flooding in
the Chehalis River Basin 2008).

Lessons Learned and Related Practices

The following summarizing key practices identified in this
case example by mission-related and crosscutting functions.

Practices by Mission-Related Functions
Operations:

+ Setting times to activate emergency operations and
developing a staffing plan for 24/7 operations
+ Engaging air assets to provide helpful information on
the scope of the flood
+ Utilizing real-time geospatial information at the site of
the flooding to create a visual scope of impacts
 Taking road closure reports from the field for recording
in WebEOC
* Detour planning to address needs of local traffic, with
guidance on allowing exceptions that serve local com-
munities, such as
— Loadsrelated to disaster relief in affected communities
— Supplies for hospitals, medical centers, and
pharmacies

— Perishable loads that would not survive the longer
detour

— Food and other goods destined for grocery stores,
schools, and institutions

— Supplies of fuel

— Local deliveries to certain counties

— Shipments to ports, but only for above items.

* Addressing freight as a distinct issue in a detour,
including developing procedures for implementing
access for certain freight haulers through a permit
system; using tools such as pre-signage, cameras, and
messaging boards; enforcing restrictions in collabora-
tion with local law enforcement or the National Guard,;
and communicating relevant information through
“freight alert” e-mails to people who have signed up to
receive such alerts
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* Developing a Commercial Vehicle Path System so that
a statewide process is in place for diverting commer-
cial traffic for future extreme weather events.

Maintenance:

* Beginning the recovery phase during the response
phase, with the priority to get transportation moving
again

* Maintaining flexibility in determining what to ask from
localities in the way of reimbursement for state DOT
services provided during extreme weather events.

Design:

» Considering the impacts of increased detours on second-
ary roads—for example, slope stability—and consider-
ing these in design of roads and in design of detours.

Construction:
* Not available.
Planning:

* Linking to and supporting information transfer to
climate-change vulnerability assessments and related
planning efforts

* Preparation for growth in program and responsibilities,
given increased awareness of extreme weather.

Practices by Crosscutting Functions
Communications:

+ Stationing “communicators” at regional emergency
operations centers to allow for efficient knowledge
transfer and approvals through such activities as
— Responding to media calls for updates
— Facilitating media interviews with key personnel
— Updating traffic web pages
— Posting closure information on web pages
— Updating Highway Advisory Radio messages
— Crafting alert messages for the 511 Traveler

Information System
— Monitoring media coverage of the storm.

* Maintaining a set of metrics for website activity to sub-
stantiate site utility and level of interest from the public

* Developing a detour and the methods for enforc- ing
closures and maintaining flow of through-traffic;
addressing entry points, including exits; and notifying
the public and key sectors through the following com-
munication tools:

— Direct mail postcards to truckers about the closure
— Portable cameras at the I-5 closure point
— Listserv messages

— Graphic communications for non-English-speaking
public

— Having a front-line spokesperson providing infor-
mation on larger picture

— Use of Incident Response Team truck signs while
cruising up and down the truck holding area

— Getting photos to tell stories and posting them on
Flickr, an online photo-sharing site.

Interagency Coordination:

* Engaging in direct calls with NWS before the weather
event hits

+ Convening a conference call at regular times, coordi-
nated around other standing meetings with common
attendees, such as maintenance calls

* Ensuring the National Guard leaders and troops are
aware of the chain of command on the ground before
their use at a detour requiring their show of authority

* Coordinating on the potential mismatch of communi-
cation devices on the ground.

Data and Knowledge Management:

+ Sharing information through SharePoint, WebEOC,
and conference calls enabling a quick response

* Developing an After Action Report to assess the
agency response, with contributions from all regions,
not just those affected

» Using state academic resources to research informa-
tion on key issues related to impacts from extreme
weather events of concern (e.g. flooding) and develop-
ing synthesis of the body of knowledge

* Increasing use of GIS—for example, so that 50% of the
state DOT fleet has GIS in its vehicles so they can be
located during an extreme weather event.

CASE 5 : VERMONT—TROPICAL STORM IRENE AND
RIVERINE FLOODING (2011)

Introduction

The Vermont Agency of Transportation (VTrans) is respon-
sible for building and maintaining more than 14,000 miles of
roadway (VTrans 2012 Fact Book 2012). VTrans also over-
sees 451 miles of state-owned railway and 10 state-owned
airports (VTrans 2012 Fact Book 2012).

On August 28, 2011, Tropical Storm Irene hit Vermont
with strong winds and heavy rain. Because the ground was
already saturated from previous rains, run-off in streams
and rivers led to extensive flooding across the middle and
southern parts of the state, and lives were lost. More than 220
of the state’s 251 towns and villages sustained damage
(Lessons Learned from Irene. . . 2012). More than 500 miles
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of highway and 200 state-owned bridges sustained damage
(Irene Recovery Report: A Stronger Future 2012), leading to
closures including the shutdown of the state’s primary east—
west highway (see Figure 12). More than 200 miles of state-
owned railway were impassible, and six rail bridges were
badly damaged (Irene Recovery Report: A Stronger Future
2012). The enormity of the flooding and its impacts

overwhelmed preparedness efforts, and ultimately recovery
is expected to cost $175 to $250 million (Lessons Learned
from Irene. . .2012).

This case example describes the state’s approach to man-
aging the unforeseen scope of this event and instituting new
practices to address similar hazards in the future.
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Event Summary

In late August 2011, states in the eastern United States
tracked Hurricane Irene as it moved through the Caribbean
and toward the East Coast. In Vermont at that time, as a result
of prior storm events, soil moisture ranked well into the 90th
percentile compared with long-term averages (Lubchenco
and Furgione 2012), which created conditions for rapid run-
off and uprooting of trees. VTrans interviewees report that
the agency studied NWS projections and prepared for flash
flooding. VTrans expected impacts across a large part of the
state and prepared equipment and resources. With respect
to evacuation, authorities reported to the media that the tall
mountains of Vermont can confound preparedness efforts
because no one can predict down which side of a mountain
any expected rainfall will flow (Reston 2011). Before Irene’s
arrival, the NWS worked directly with the Governor’s office
(Lubchenco and Furgione 2012). On August 27, the Gover-
nor proactively declared a state of emergency, and the Ver-
mont state government initiated emergency management
procedures (Lubchenco and Furgione 2012).

By August 28, Irene had lost its tropical characteristics
(Lubchenco and Furgione 2012), in that it remained a strong
storm but its core was no longer thrusting it forward. A
strong storm, when pushing up against high mountains, such
as those in Vermont, creates an uplift wherein air is forced
to rise against the mountains; as a result, as NOAA states,
“tropical moisture is wrung out much like a sponge, bringing
even more rainfall” (Lubchenco and Furgione 2012).

Beginning in the early morning of August 28, the “down-
graded” Irene sent a foot of torrential rain to the already
saturated Vermont landscape. Rivers forged new courses,
and 11 communities were cut off from the transportation
network entirely (ReGeneration Resources 2012). The
NWS’ Burlington, Vermont, field office had its fiber-optic
cable severed by the storm and came close to transferring its
forecast operations to another office in either Maine or New
York (Lubchenco and Furgione 2012). As noted previously,
more than 500 miles of highway sustained damage, leading
to widespread closures (VTrans 2012 Fact Book 2012).

For half a day, the VTrans Operations Division Director
sought to establish the facts and conditions that the state would
address. Although radio contact was available with eight of the
nine maintenance districts, there was initial difficulty in estab-
lishing contact with some employees. Some crews spent the
night in their trucks, and one employee hiked 5 miles through
the woods to get to a location where he could contact his super-
visor. Meanwhile, anecdotal reports of the storm’s severity
made their way to the state’s Secretary of Transportation, who,
in turn, reached out to VTrans staff for information.

At about this time, the Director of the Program Develop-
ment Division—which handles Design, Construction, Envi-

ronmental Permitting, and other program areas—reached out
to the Operations Director. He had previous experience with
an Incident Command System (ICS), and he provideda
helpful analysis from that perspective. Working with that
approach, the two directors together came up with ICS archi-
tecture for VTrans, which had not used this approach with
prior weather events. The two framed the ongoing impacts
from Irene and VTrans’ response in ICS terms. It was a
“span of control” problem: Simply put, the event was at a
scale never experienced, expected, or planned for at VTrans,
and the personnel it needed were too many and too scattered
to provide a meaningful foundation for delivery of services.

The State Emergency Operations Center, which normally
houses representatives from relevant agencies in a coordi-
nated disaster response, had flooded and evacuated early
in the emergency. It would later regroup at the FEMA Joint
Field Office.

Unlike other state agencies, VTrans does not have a
statewide 24/7 Transportation Management Center, so it was
important that VTrans took an extra step and stood up an
ICS, with a Unified Command (UC) at Montpelier, the
capital. The UC deployed volunteers from across the agency
for staffing Incident Command Centers (ICCs) at Rutland,
Dummerston, and Berlin.

One VTRANS interviewee understood at the time that
ICC personnel may have to be changed out quickly as more
facts about impacts and needs were received. He accepted
that it may be disruptive; he also anticipated that people
in some locations might resist the ICS approach. VTrans
developed a 30-to-60-minute presentation on ICS that it
could present “on a moment’s notice” in order to familiarize
community leaders with ICS and its purpose. VTrans also
outlined a fixed set of primary objectives in storm response
and recovery (TS Irene . . . n.d.) that interviewees believed
proved very useful to maintaining focus:

» Establish emergency access to cut-off/isolated towns
and locations within communities.

+ Establish access for utility companies to restore power
to areas that are still cut off.

« Establish mobility (public access) to towns that cur-
rently have emergency access only.

+ Establish mobility along east—west corridors (to
include truck traffic/commerce).

* Inspect all bridges of concern.

* Prepare state roads for winter operations.

Irene entered the state in the summertime; in a few
months, VTrans would be making final preparations over the
equipment and material stockpiles needed for winter snows
and related maintenance requirements. The same equipment
was used to respond to Irene and as a result was subjected to
the storm’s flash flooding and was pounded by rocks when
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hauling road-building materials in the storm’s aftermath..
Also, Vermont businesses were planning for two key tourist
seasons: fall leaf-peeping and winter skiing. Transportation
is key to these activities, yet, one by one, the storm’s impacts
forced local authorities to close roads and bridges. Addition-
ally, the VTrans 511 transportation information system had
been “brought to its knees.” Interviewees emphasized that
sticking to the six primary objectives was very important in
response and recovery.

With the 511 system down, Google reached out to VTrans
on August 30 to set up jointly a system for real-time map-
ping of closed roads, with public updates twice daily. By this
time, the storm had passed and communities were stabiliz-
ing and assessing impacts. The service was widely used, with
the 1-800-Vermont call center referring to this map when
counseling travelers to the state, for example. At aboutthe
same time, the VTrans website began to list daily the release
times for “Irene Storm Event Information.” VTrans also used
a mobile phone microsite to allow for easy access to
information and used social media to communicate con-
ditions. Media outlets followed VTrans Facebook and Twit-
ter accounts; at one point, VTrans had five administrators
updating the Facebook page. A 20-line call center and dedi-
cated Irene e-mail address for inquiries were established as
well. VTrans also began supporting national and local media
visits to damaged locations and provided agency personnel
for interviews (ReGeneration Resources 2012).

Recovery extended into September and beyond. As many
as 700 VTrans employees from across the state (as well as
transportation workers from New Hampshire and Maine,
National Guard troops from eight different states, scores of
volunteers, and approximately 1,800 private-sector workers)
were rebuilding roads (7S Irene . . . n.d.), some with holes as
deep as 100 feet, according to one interviewee. To man- age
the sustained recovery effort, VTrans maintained a clear,
updated roster of personnel and sought to ensure they were
fed, in touch, and rested throughout the recovery.

Traditionally, VTrans would have been working hand in
hand with the local governments in assessing their damages.
Owing to the overwhelming need at the state level, there were
no resources remaining to assist the towns in this capacity.
Therefore, to assess damages in the field at the municipal
level, VTrans tapped the state’s 11 Regional Planning Com-
mittees, which developed a standard assessment form; iden-
tified damage to roads, bridges, culverts, and other assets;
provided input into road opening decisions; and performed
other key services, including support for the reconstituted
state EOC (Lessons Learned from Irene . . . 2012).

Right after Irene hit on August 28, there were 500 miles
of state highways closed, 34 state bridges closed, 6 railroad
bridges damaged, and 200 miles of impassable railroad
(VTrans 2012 Fact Book 2012; see Figure 13). Within 1 month

of the storm, 28 of the 34 closed bridges had reopened, and
more than 96% of the 531 miles of state highway road seg-
ments had been reopened (ReGeneration Resources 2012).
By late December, all of these state assets were service- able
again (ReGeneration Resources 2012). Town bridges,
culverts, and highway segments had a substantial recovery
in the 4-month period from late August to late December
2011. To accomplish this, VTrans expedited and stream-
lined procedures, which resulted in a reduction in the initial
estimate of transportation system damages, from $700 mil-
lion to $175-$250 million (Lessons Learned from Irene . . .
2012). In 2012, VTrans’ Irene storm recovery accomplish-
ments won an award from AASHTO in its “Ahead of Sched-
ule” category (“Vermont Agency of Transportation Wins
National Honor for Irene Recovery” 2012). As of summer
2013, VTrans continued to close out certain federal reim-
bursement issues, plan and design permanent repairs, and
watch for sinkholes and riverbank landslides (VTrans 2012
Fact Book 2012).

..J

IGURE 13 TropicaI-Storm Irene roadway damage
and debris, Killington, Vermont, August 29, 2011 (Flickr
Commons, Ashly Hauck).

State DOT Activities
Operations and Maintenance

As noted, VTrans formed an ICS internally when it realized
the flooding from Irene was beyond its usual response capac-
ity. Adoption of ICS for internal efforts is viewed as an effec-
tive practice at VTrans, and this section details the lessons
learned from building an ICS “from scratch.”

After the decision to use ICS, VTrans established, as
noted, a Unified Command in Montpelier, the capital, which
received direction from the office of the state Secretary of
Transportation and was co-led by the Directors of Opera-
tions and Program Development. The UC set priorities, pro-
vided overall management through directives, and took the
lead on communication and public information. Under the
UC were Incident Command Centers in three regions of the
state, each of which had an incident commander and clearly
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identified sections, including operations, planning, logistics,
and administration (7S Irene . . . n.d.).

The ICC in Rutland oversaw 52 towns in southwest Ver-
mont and the ICC in Dummerston oversaw 56 towns in
Vermont’s southeast (VTrans 2012 Fact Book 2012). These
two regions had the most severe impacts. All Irene-related
activity in the north was overseen by an ICC in Berlin, near
Montpelier. At the most active time of the recovery, the Rut-
land and Dummerston ICCs each were home to 200 VTrans
employees plus hundreds of National Guard and contract
employees (VTrans 2012 Fact Book 2012). This was the case
despite the fact that in the first day or so after the storm,
VTrans officials were aware of only four of their staff having
ICS training.

One lesson learned by VTrans in standing up its own ICS
was that a couple days’ delay limited the ICS effectiveness
(ReGeneration Resources 2012). On the other hand, VTrans
enmeshed FHWA in the ICS as soon as it could, and this was
an important part of the very good interaction VTrans
experienced with that agency. The Director of Operations
adds an important, intangible point for standing up an ICS in
a crisis situation: Egos need to be kept at home. Both he and
the VTrans Director of Program Development believe that if
there had been other personalities or behavior at this critical
juncture in the response, things might not have goneas well.
These interviewees also reported that an important issue for
the ICS to address, in both the command center or in remote
areas, was keeping people fed. More generally, VTrans
employees had hastened to support storm response and
recovery despite road and bridge closures and other physical
barriers, but in doing so they had not packed for what turned
out to be, in some cases, a 3-month separation from their
homes.

As more and more roads opened and rebuilding pro-
gressed, VTrans made sure there was a clear-cut demobi-
lization of staff. A VTrans interviewee noted that as they
closed out the ICS and people returned to their usual jobs,
the ICS Logistics Section made a point to tell employees
about the typical feelings experienced after a traumatic
event. Subsequently, VTrans held brown bags and offered
a counseling program. The state of Vermont created a coin
to commemorate the assistance of major stakeholders, and
the coin went to everyone, including those who had kept
on with day-to-day activities (“Natural Disasters and State
Transportation Lessons Learned: The Northeastern Opera-
tional Experience” n.d.). VTrans also sent thank-you letters
to everyone involved, including their families (“Natural
Disasters and State Transportation Lessons Learned, State/
FHWA/FEMA Coordination Process Improvement,” 2012).
The demobilization phase is sometimes referred to as the
“forgotten phase” in emergency management (Natural
Disasters and State Transportation Lessons Learned, State/
FHWA/FEMA Coordination Process Improvement” n.d.),

and Vermont’s practices after Irene were important for
closure for many involved. An effective practice is to set
procedures to identify when demobilization will occur—
for example, after a certain time limit or when money is
received (“Natural Disasters and State Transportation Les-
sons Learned, State/FHWA/FEMA Coordination Process
Improvement” n.d.).

Many practices, observations, and recommendations
emerged from post-Irene studies that VTrans initiated or
participated in, in order to review and improve upon its
response to Irene. In addition to usual debriefs and reports
from various entities, two major activities are particularly
noteworthy:

1. VTrans’ own Irene Innovation Task Force

2. An initiative titled “A Regional Conversation: Natu-
ral Disasters and State-Regional Transportation—
Insights, Lessons Learned, and Future Directions”
convened by the Coalition of Northeastern Gover-
nors’ (CONEG) Transportation Lead, Vermont Gov-
ernor Shumlin

The following subsection summarizes the work product
of these two activities.

The VTrans Irene Innovation Task Force is addressed
first. The VTrans Irene Innovation Task Force separated
lessons learned in emergency management—for example,
under an ICS approach—from those in ongoing operations.
This distinction is useful when reviewing and analyzing
practices for possible adoption. Practices used under emer-
gency management procedures can have different drivers
and context than those used for more routine activities.

The Irene Innovation Task Force identified several arcas
where VTrans might improve processes and delivery of ser-
vices when under the ICS framework and identified many
practices for potential adoption (ReGeneration Resources
2012). The following is a sample.

Regarding ICS governance, the following practices were
noted as potentially helpful in the future (ReGeneration
Resources 2012).

* Pre-assignment of personnel to be Incident Commanders
and section chiefs for emergency situations

* More formal ICS training for those personnel pre-
assigned to ICS duties

* Adequate resources for emergency response, which
could include a review of communication equipment,
ensuring adequate shift coverage for critical positions,
determining which roles need to be backfilled during
an emergency response, giving key people in the ICCs
administrative support to monitor e-mails and other
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communication, and considering emergency fleet
capacity when purchasing new vehicles

* Identification and training of key personnel for future
ICC duties in state-of-the-art technology (iPads,
iPhones, etc.) through use on a daily basis so they will
be familiar with them in an emergency

+ Standard Operating Procedure for the ICS, which may
include standardizing financial processes, clarifying
the role of planning, formalizing the role of IT, for-
malizing communication processes, ensuring that the
Unified Command fully utilizes the ICS, and develop-
ing a three-tiered system because different disasters
demand varying levels of resources and governance

* Recording of the background and experience of all
appointed staff team leaders to better understand their
talents and ensure that the right people are in appropri-
ate positions in ICS

* Analysis of physical and geographic issues, including

An electronically available emergency administra- tive
packet for use by ICC and UC administrativeteams that
covers invoicing, contracting, DDIR requirements, the
levels of emergency, safety pro- tocols, and the
different funding sources for emer-gency work

A contractor’s emergency packet, with common forms
and instructions; some how-tos on insurance guide-
lines, the Davis-Bacon Act, and other federal require-
ments, instructions, and steps for compliance; and
instructions for accessing electronic information, such
as maps, traffic, and road information

An “Emergency Waiver” process for when certain
emergency declarations are in place

A standardized process for paying contractors to ensure
more prompt payment

Alternative emergency contracting processes.

Regarding Information Technology in an ICS environ-

identifying the best locations for ICCs around the state, ment, the following practices were noted as potentially help-
taking into account that those furthest from the ICCs ful in the future (ReGeneration Resources 2012):

tend to experience the most isolation

+ Understanding of the significance to the effort of where
the UC is established

* A Continuity of Operations Plan that reflects the ICC
structure.

Regarding training to support the effective use of ICS, the
following practices were noted as potentially helpful in the
future (ReGeneration Resources 2012):

* Annual training in disaster response for staff at all levels

* Training for the pre-identified leaders and people on
the front lines

* Checklists and emergency Standard Operating

A master distribution list for cell phone users
Expanded training in the state’s maintenance tracking
systems beyond the Operations division

Cloud technology that can facilitate real-time views of
contractor agreements and environmental permits for
emergency responders in the field

Use of Google Maps during emergencies

Central location for human resources documents, maps,
and other ICC information designated for emergencies
Locating response data on a single, internal, shared
drive from “day one” of an emergency.

Regarding Work Flow in an ICS environment, the follow-

Procedures, especially with regard to how financesare  ing practices were noted as potentially helpful in the future
handled, and a manual with clear information on  (ReGeneration Resources 2012):

FHWA DDIRs

* Pocket manuals for ICC units, especially the heads of
the Logistics, Planning, Operation, Finance sections;
the manuals might note which documents are needed,
who responds, what they do, where they go, and when
they do it, as well as FAQs addressing ICC operations

* Use of “mini-disasters” as a chance to practice and
evaluate the skills of potential leaders

+ A plan for technology use in emergency response

* Clear roles on who trains stakeholders, including con-
tractors, towns, other departments, and subcontractors

* Processes to keep track of equipment lent to contractors
* Processes to improve tracking of materials received

from contractors used on sites

* Clarification of DDIR process on

— Ownership of the DDIR process under ICS—for
example, UC or ICC

— Training on DDIR work, including capacity to train
others in DDIR writing

Regarding the Operations function in an ICS environ-

+ Use of VTrans Operation’s training institute to institution- ~ ment, the following practices were noted as potentially help-
alize river engineering into infrastructure engineering. ful in the future (ReGeneration Resources 2012):

Regarding Contract Administration conducted under an
ICS structure, the following practices were noted as poten-
tially helpful in the future (ReGeneration Resources 2012):

+ A “Contractor Registry” database
* A standardized electronic contract-processing system
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* A “Emergency Design Manual” for reestablishing slide

slopes for riverbanks in an emergency

 Clarification and standardization across ICCs of civil-

engineer testing and documentation levels in emer-
gency response efforts
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+ Better use of technology for gathering and sharing
information immediately after the emergency, suchas
reliance on remote sensing in addition to scouts,
including live video from a helicopter, satellite imag-
ery, and LIDAR.

Regarding Communications under an ICS, the follow- ing
practices were noted as potentially helpful in the future
(ReGeneration Resources 2012):

+ Use of neutral observers who visit the ICCs to check for
communication problems

 Internal emergency communication systems and pro-
tocols to minimize communication overload amongthe
UC, ICC, and localities

» Assessment of the right equipment to have on hand in
emergencies, such as portable cell towers, radios and
cell phones, and emergency software

* External communication protocols that clarify com-
munications among localities and the Emergency
Operations Center

* Identification of communication contingencies under a
loss of power and cell reception for long periods of time.

The items listed previously from the Irene Innovation
Task Force Report are pertinent to this synthesis of prac-
tices. The entire report is in web-only Appendix E, which
contains additional information on potential use (ReGenera-
tion Resources 2012).

The CONEG (Coalition of Northeastern Governors) ini-
tiative occurring post-Irene is addressed in the following
paragraphs. The Governor of Vermont was the CONEG
Transportation Lead at a time when this organization could
be called on to address the impacts of Irene. He led an ini-
tiative under which member states met and reviewed their
experiences, lessons learned, and needed actions in disas-
ters, largely in relation to Hurricanes Irene and Lee, which
occurred in the same year (Anne Stubbs, memorandum,
Disaster Transportation Planning Group, Dec. 5, 2011).

Through workshops and other reviews, member states
selected the following items for action in 2012, with areport
due the following year (“Natural Disasters and State
Transportation Lessons Learned, The Operational
Experience, Next Steps/Recommendations, Group report
out” n.d.).

+ Alignment of FHWA information in the Detailed
Damage Inspection Report (DDIR) with the FEMA
Public Assistance Project Worksheet (PW) format

* Development of common FHWA/FEMA debris-
removal guidance, with “cradle to grave” procedures

+ Investment by member states in providing more com-
munication/information to state staff and local govern-
ment officials

* Development of a FEMA/FHWA “tool kit” for emer-
gency managers, Departments of Transportation and
municipalities, such as
— Standard forms
— National GIS -based maps of federal highway sys-

tems, with pointer system to states
— Pocket guides.

* Development by member states of standardized
Emergency Management Assistance Compact costs,
fee schedules, and so forth.

With respect to the first bullet, VTrans volunteered
to do a “dry run” of the FHWA/FEMA forms alignment,
including review of the DDIR that is critical to reimburse-
ment. This exercise stems partly from the fact VTrans has
observed inconsistencies in the FHWA manual and knows
how it sometimes does not mesh well with the local govern-
ment structure found in New England states, where towns
have primacy over counties (‘“Natural Disasters and State
Transportation Lessons Learned, State/FHWA/FEMA
Coordination Process Improvement” 2012). As of the sum-
mer of 2013, this effort is under development, according to
an interviewee.

Financial Support to Localities

As noted earlier in this case example, VTrans Operations led
the effort to rebuild and reopen roads in the immedi-ate
aftermath of the storm. The philosophy was to rebuild and
actively address reimbursement issues, not wait on them
(Irene Recovery Report: A Stronger Future 2012). As a
result, recovery from Irene entered 2012 with open roads and
federal reimbursement efforts under way (Irene Recov- ery
Report: A Stronger Future 2012).

The FHWA Emergency Relief funding that supports
state- and local-system collector roads totaled $175 to $250
million, including state and federal funds (Lessons Learned
from Irene . ..2012). The state also decided to pay half of the
town match (half of the requisite 20%) required to receive
FHWA payments (Update on Vermont’s Recovery . . .n.d.).
Additionally, after several appeals, Vermont also secured a
ruling from FHWA that permitted $4.4 million in FHWA
funds to be used for work performed by National Guard
troops during response and recovery (Vermont Recovering
Stronger Irene Recovery Status Report 2012).

Irene damaged 963 town culverts and damaged or
destroyed 277 town bridges (Update on Vermont’s Recovery
... 1n.d.), and more than 200 towns had to rebuild damaged
roads, bridges, and culverts (Vermont Recovering Stronger
Irene Recovery Status Report 2012). FEMA was a primary
source of funding pursued. VTrans designated district tech-
nicians as well as contractors to support the towns in these
efforts, including completing the proper paperwork (Ver-
mont Recovering Stronger Irene Recovery Status Report

FDA, Inc. 43




2012). Towns developed Project Worksheets for the FEMA
Public Assistance process, administered by VTrans (Lessons
Learned from Irene . . . 2012). By June 2012, 9 months after
the event, 2,231 Project Worksheets had been processed for
payment by FEMA, representing more than 75% in line for
reimbursement (Vermont Recovering Stronger Irene Recov-
ery Status Report 2012). VTrans also supported efforts to
change existing rules to ease the financial burden to towns
and villages, and the state now provides added assistance at a
certain threshold: Where FEMA-funded repairs increase the
town’s tax rate by more than $0.03 per dollar, the state now
covers the nonfederal share of the cost above $0.03 (Vermont
Recovering Stronger Irene Recovery Status Report n.d.).

The state’s congressional delegation was active in facili-
tating recovery, by identifying possible federal administra-
tive and legislative fixes to reduce the financial burden to the
state and localities (Kinzel 2011). Ultimately, it secured a
provision that allows FHWA to cover 90% of the cost of road
repair in states recovering from extreme natural disasters
(Vermont Recovering Stronger Irene Recovery Status Report
2012). That provision translates to up to $10 million in addi-
tional funds for Vermont’s Irene recovery efforts (Vermont
Recovering Stronger Irene Recovery Status Report 2012).

Maintenance

As Irene advanced on Vermont, VTrans used its usual
approach for addressing severe weather events. Specifi-
cally, because Vermont covers a small land area, VTrans
believes with its nine districts and 65 facilities distributed
across the state, its staff can quickly respond to any affected
area. Effectively, under the VTrans model, crews preparing
for a major event at these locations are “deployed already.”
The VTrans interviewee states that with Irene bearing down,
crews readied equipment and other resources, and hebelieves
that distributing resources even farther would havemade the
situation worse. As it stands, radio contact was lost with only
one district, and eight of nine districts were incontact and
interacting with the chain of command despite storm
impacts.

All repairs made during recovery from Irene required
inspection as well as stabilization, as necessary. In spring
2012, VTrans conducted what it referred to as a “Scan Tour.”
VTrans collected a cross-section of state and federal part-
ners (VTrans, Agency for Natural Resources, FHWA, and
U.S. Army Corps of Engineers) and traveled the state to
closely inspect and evaluate the stability of existing repairs,
as well as to determine how permanent repairs will bemade
(Vermont Recovering Stronger Irene Recovery StatusReport
2012b).

As part of the more formal Emergency Response plan
being developed since Irene, VTrans is staging key equip-
ment—such as cones, message boards, and portable traffic

lights—in specific areas. To VTrans, the storm reinforced
the role of its central garage, and the VTrans interviewee
reports that the central garage has experienced more activ-
ity in the tracking of equipment wear and performance.
Additionally, the VTrans Operations Director states that
crews are paying more attention to equipment breakdowns
and maintenance needs, partly because breakdowns were
anticipated after the battering the equipment received dur-
ing the storm and recovery. By coincidence, when Irene
struck, VTrans was already considering ways to better track
maintenance, and the storm made crews more vigi- lant.
VTrans is also creating a statewide inventory so that VTrans
can know what its resources are and where they are,and
regions can “shop” from the inventory in an extreme weather
situation.

Design and Construction

VTrans’ approach to rebuilding its own roads was to get in
and get the entire job done, not put in temporary measures in
the cases that VTrans would have to pay for anyway and
where they had control over the entire segment of roadway.
In this way, it reduced an initial estimate for post-Irene
repairs from $700 million to $175-$250 million (Lessons
Learned from Irene . . . 2012). One interviewee also noted
that with VTrans making storm recovery the agency’s pri-
ority, it found ways to accomplish recovery sooner, by, for
example, extending the completion date for other construc-
tion so that resources could leave a site and work on the new
recovery projects in the areas affected.

VTrans administered the state’s FEMA Public Assistance
program, and after Irene it sought to ensure more resilient
infrastructure (Vermont Recovering Stronger Irene Recov-
ery Status Report 2012). The state has been working with
and “challenging FEMA when necessary” to institute haz-
ard mitigation measures wherever possible (Vermont Recov-
ering Stronger Irene Recovery Status Report 2012). In May
2012, for example, VTrans contested a FEMA ruling that
stated that the Vermont Agency of Natural Resources’ per-
mit requirements for replacement of damaged bridges and
culverts are not uniformly applied across the state and there-
fore do not constitute standards, as the term is defined in
FEMA’s regulations. As a result of this ruling, FEMA denied
public assistance costs associated with upgrading damaged
or destroyed bridges and culverts to Agency of Natural
Resource’ requirements (“Election 2012: Issue Paper No.
1: Transportation” 2012). For towns that had already con-
ducted substantial infrastructure repairs (often through lines
of credit) and expected FEMA to fully reimburse their work
expenses, there would be a risk of a financial shortfall if the
FEMA ruling were to stand (“Election 2012: Issue Paper No.
1: Transportation” 2012). As a result, an interviewee states
that VTrans was rewriting its hydraulics manual to ensure
the standards that it uses are codified “for everyone to see,
including FEMA.”
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VTrans is seeking to understand the most resilient
approach to building or rebuilding its infrastructure. It is
focusing on the influence of fluvial geomorphology on the
behavior of rainfall. Irene changed river flows and channels
across the state. According to an interviewee, VTrans under-
stands it may take 20 years before these waterways “settle”
into equilibrium, thereby creating a design challenge. One
lesson learned, according to the Irene Innovation Task Force
Report, is that design processes for everyday capital con-
struction projects, not just those developed in response to
extreme weather damage, could be improved (ReGeneration
Resources 2012).

Regarding Construction, the following practices were
noted in the Irene Innovation Task Force as potentially help-
ful in the future (ReGeneration Resources 2012):

* Bridge design criteria addressing the structure’s ability
to withstand flooding

+ Review of riverbank design methodologies and increas-
ing the use of riprap

* Route logs as a resource for design engineers in identi-
fying structures and their locations

+ Simplification of design plans, including minimization
of repetitive information.

During Irene recovery, VTrans insisted on complete road
and bridge closures in order to finish repair work more
quickly and safely. Post-Irene, VTrans is mainstreaming
this approach into its construction program, starting with a
provision in the state’s 2012 transportation bill that provides
an incentive to replicate that success. Towns will see their
local match requirement cut in half if they take the tradi-
tional approach in a rebuild and keep some level of access.
If a town closes a bridge completely without erecting a tem-
porary bridge, they will get the entire local match because
closure reduces total project costs and saves both state and
town funds (Vermont Recovering Stronger Irene Recovery
Status Report 2012).

This approach is one part of an Accelerated Bridge Con-
struction program, a VTrans initiative begun in 2007 and
spurred forward by the Irene experience (2012 Report to the
Legislature’s House and Senator Transportation Commit-
tees 2012). The incentive for road and bridge closures works
in conjunction with new construction techniques, such as
prefabricating structure components, utilizing advanced
new materials, and using new contracting/management tech-
niques (2012 Report to the Legislature’s House and Senator
Transportation Committees 2012). Together, these strate-
gies realized savings in repairing the damage from Irene. To
keep momentum, VTrans has prepared performance mea-
sures that include limiting the time from design to “shovel
ready” to 2 years (2012 Report to the Legislature’s House
and Senator Transportation Committees 2012). The intent in
2012 was, over the short term, to have 30% of all bridge

construction and rehabilitation projects developed under this
program (2012 Report to the Legislature’s House and Sena-
tor Transportation Committees 2012).

Planning and Related Activities

In describing VTrans’ preparedness for Irene’s massive
impact, the Operations Director states, “Had the talent;
didn’t have the plan to respond.” For example, one inter-
viewee noted that, pre-Irene, VTrans’ most notable evacu-
ation procedure was the drill for the state’s nuclear plant.
He notes that VTrans will fold lessons learned into an
Emergency Response Plan. A more formal role of Regional
Planning Committees is being incorporated into the plan
(Lessons Learned from Irene . . . 2012). A VTrans inter-
viewee also noted that in response to the impacts of Irene,
VTrans developed three types of training:

1. Web-based ICS awareness training for all staff;

2. Hands-on, classroom, and field-based river manage-
ment training, to include “knees in the brook” experi-
ences; and

3. Subject-matter expert-level training, in conjunc- tion
with the Vermont Agency of Natural Resources
(ANR), in river management so that hydraulics engi-
neers and other can anticipate design issues. The Tier
One training module can be accessed through the fol-
lowing link: http://wsmd.vt.gov/rivers/roadstraining/.

In addition to supporting ANR river management goals,
VTrans is also encouraging a more holistic view of highway
and other infrastructure planning, such as considering the
watershed rather than a narrow valley and, as mentioned pre-
viously, examining the role of fluvial geomorphology in such
planning (ReGeneration Resources 2012).

Communications

VTrans considers its adoption of Google Maps during Irene
response and recovery as a key communication tool and
important success. First, the decision to integrate this tool
into its response and recovery effort was made quickly
(“VTran’s Irene Google Map Transitions to 5117 2011).
Although Google offered the service for free, VTrans had to
weigh the investment of critical GIS staff resources into time
spent with Google on developing and populating the map.
Google’s head of community affairs, who reached out to
VTrans, was a former state senator, so there was an existing
rapport and understanding during an emergency situation.
Second, VTrans staff worked “through the night,” August 30
and 31, and published at the end of the day on August 31easy
to use maps of real-time bridge and road closures. Thistimely
and significant level of effort aided success. Third, these
maps became an accepted source of information for
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the State Command Center. VTrans would work with map-
pers routinely to update them. Fourth, the maps also were
quickly adopted by other agencies, such as the Vermont
Tourism and Marketing Commission’s information cen-
ters, and supported the message that Vermont was “open for
business” as the important fall tourist season approached.
Finally, VTrans coordinated the termination of Google’s
service with the transition back to VTrans’ longstanding
511 travel website and the transition of its official web page
back to its normal messaging, with a simple link to an Irene
Recovery page (“VTran’s Irene Google Map Transitions to
51172011).

VTrans also used social media during Irene, and an inter-
viewee notes this is effective because it allows a single point
of entry for a user. Facebook and Twitter users received the
same information as on the 511 site and Google maps. The
five staff manning the Facebook account, noted earlier, made
it more interactive (7S Irene . . . n.d.).

Irene’s timing created a communications challenge
involving two broad sets of stakeholders: (1) the tourists who
came to Vermont to view the leaves in the fall or toski in
the winter; and (2) the businesses that cater to them.
Interviewees noted that the message VTrans had to form for
tourists was not simple: There were closures, but travelers
should enjoy what the state had to offer. In other words,
the state had to discourage tourists from taking certain roads
but not to signal that Vermont’s borders were closed. VTrans
then had to convince businesses that complete clo- sure of a
road or bridge was preferable to partial road or bridge
closures. VTrans’ rationale was that although clo- sure
inhibited business in fall leaf season, it would mean
completed repairs by the ski season. The messaging was
complex because VTrans had to let some traffic through in
some instances. Vermont’s Agency of Commerce and Com-
munity Development’s Department of Tourism and Market-
ing helped VTrans reach out to visitors, supplying roadway
information, in part, from Google Maps (lrene Recovery
Report: A Stronger Future 2012).

A final point on communication relates to pre-event pre-
paredness. The public’s primary sources of weather infor-
mation were news reports that rely on NWS information.
In the case of Irene, NOAA suggests that word choice may
have affected public behavior, because the reporting on the
storm’s weakening could have sounded like less risk to the
public (Lubchenco and Furgione 2012). As NOAA reported
(Lubchenco and Furgione 2012, p. 49),

Communicating a well-crafted message to the public
requires a nuanced understanding of how people interpret
specific words in the context of a forecast. NHC, WFOs,
and the media used the phrases “weakened into a Tropical
Storm” and “downgraded” when describing changes
in the meteorological conditions during the progress of
Irene, with unintended and unanticipated consequences.

“I think that what I needed to hear was that the downgrade
to a tropical storm does not mean that this is no longer a
threat.” —Central Vermont resident

“I mean they said ‘There’s this huge, huge hurricane, oh
my God . . . and then it was like ‘Oh it’s downgrading, Oh,
it’s downgrading, and now it’s just a tropical storm,’ right,
and that’s what we heard! And so it was like ‘Oh, it’s
not really that big of a deal now . . .” —Central Vermont
resident

VTrans leadership tracked NWS reports and prepared for
the flood event as they understood the event would present
itself. River levels peaked and crested by the time the storm
passed through August 28-29; during that time and after-
ward, VTrans adjusted, moving to an ICS approach to com-
munication and adopting the other tools described earlier.

Interagency Coordination

During Irene response and recovery, VTrans coordinated
with more than 1,800 people in total (7S Irene . . . n.d.),
including the following:

* The Emergency Operations Center, including state
agencies represented and the Regional Planning
Committees set up pursuant to federal transportation
funding requirements.

* 700 VTrans employees, who were assigned to Irene
recovery tasks.

* Other state agencies.

* The Vermont National Guard, which added approxi-
mately 200 troops.

* National Guard troops from other states, which included
220 from Maine, eight from New Hampshire, 145 from
Illinois, 93 from Ohio, 51 from South Carolina, 30 from
West Virginia, and 16 from Virginia. These con-
tingents variously brought equipment, vehicles, and
aircraft. Maine National Guard Members provided the
Command and Control function for out-of-state troops.

+ State DOT partners, including Maine, which supplied
150 people and 145 pieces of equipment, and New
Hampshire, which supplied 75 people and 60 pieces of
equipment.

* Medical professionals from Maine, Louisiana, New
Hampshire, Arkansas, Missouri, Idaho, and Florida.

+ Red Cross, church groups, and fraternal organizations.

* More than 200 private contractors and consultants.

A VTrans interviewee notes that the National Guard
required added coordination efforts because troops simply
are not trained to address this type of flood event. For exam-
ple, they did not know to be sensitive to stream health when
stabilizing stream banks. VTrans included them in briefings
every day to maintain clear lines of communication and
rapport (“Natural Disasters and State Transportation Les-
sons Learned: The Northeastern Operational Experience”
2012). VTrans also coordinated internally. For example, so
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that material haulers from Maine and New Hampshire could
pass into the state easily, the VTrans Operations Director
worked with the VTrans DMV to secure weight and time
of operation waivers (“Natural Disasters and State Trans-
portation Lessons Learned: The Northeastern Operational
Experience” 2012).

After the initial recovery efforts ended, the Governor
appointed the VTrans Deputy Secretary for Transportation as
the Irene Recovery Officer. With respect to mitigation efforts
after Irene, the Irene Recovery Office is distributing informa-
tion about many useful state and federal programs supporting
recovery and mitigation of future hazards. These programs
very appropriately extend beyond the transportation sector, but
they maintain transportation as a key focal point. For example,
the literature explains how the FEMA Hazard Mitigation Pro-
gram is available for road and culvert upgrades under certain
conditions (Update on Vermont Recovery . ..n.d.).

Vermont’s Irene Recovery Officer cites interagency
coordination as a key piece of a state strategy to address a
disaster as well as to adapt and prepare for future flooding
(Vermont Recovering Stronger . . . 2012). According to a
VTrans interviewee, closer collaboration between VTrans
and the Agency of Natural Resources has become a regular
part of doing business post-Irene. VTrans views this rela-
tionship as “the beginning of a resilient infrastructure stan-
dard” (Vermont Recovering Stronger . . . 2012).

Regarding Interagency Coordination, the following prac-
tices were noted in the Irene Innovation Task Force as poten-
tially helpful in the future (ReGeneration Resources 2012):

* Including a VTrans environmental liaison in planning
at the ICC level

+ Stewardship agreements and memoranda of under-
standing with key agencies to accommodate emergency
response efforts, such as defining agency responsibili-
ties and protocols for state personnel to identify them-
selves in the field during an emergency

» Convening a meeting within a year of a major weather
event to allow discussion of the “who’s and what’s” of
responsibility and contacts for any future events

* Incorporating Regional Planning Committees,
Vermont ANR, FEMA, and FHWA into ICC planning

» Working to ensure that all key agencies are engaged
from day one

» Improved integration of rail and state airports into the
emergency operations

» Working to ensure that all state agencies use the same
districts in an emergency

» Assigning a full-time attorney general to work with
FEMA

* Working with FEMA and FHWA to better align the
FEMA Public Assistance (PA) and FHWA Emergency
Relief requirements.

Data and Knowledge Management

The recovery phase from the August 2011 tropical storm
ended with the completion of the last mile of rebuilt highway
on December 29, 2011 (7S Irene . . . n.d.). As noted, VTrans
soon after established the Irene Innovation Task Force team
to identify lessons learned. VTrans also supported the Ver-
mont Governor in the Coalition of Northeastern Governors/
CONEG initiative on disasters and transportation.

To collect information on the VTrans response, the Irene
Innovation Task Force team conducted a survey, led eight focus
groups, and interviewed 60 participants in the response effort.
The team also reviewed debriefing surveys, meeting notes, and
AARs prepared by others. They synthesized their conclusions
and developed a report. It also appended a summary of the
comments they did not agree with but wished to present for the
reader’s information. The report, found in web-only Appendix
E of this report, divided the lessons learned, as noted earlier in
this case example, into those relating to emergency manage-
ment and those that can be integrated into ongoing operations
(ReGeneration Resources 2012). Many of the lessons learned
from this exercise are referenced in the case example. Both the
specific lessons learned and the act of convening a task force
itself are practices of potential value in other situations.

A theme seen in the Irene Innovation Task Force Report is
access to technical information. During the Irene response,
detailed, routine bridge inspection information was not read-
ily available and was not always provided to contractors before
their site visits. A lesson learned was to consider the use of
a bridge information database so that such information can
be obtained online by anyone who has prior approval from
VTrans. Another approach is to have a custodian for record
drawings so that there is a designated point of contact, rather
than having this function as a peripheral duty for program
managers. Succession planning can also keep technical infor-
mation visible and transferable to other skilled individuals.
Another practice that surfaced at the CONEG workshops was
allowing, in times of emergency, the rehire of former state
employees who are otherwise barred (“Natural Disasters and
State Transportation Lessons Learned, State/FHWA/FEMA
Coordination Process Improvement” n.d.).

Appropriate and relevant weather information is impor-
tant for state DOTs. For example, one lesson learned
recorded during the CONEG initiative was increased data
sharing, such as ways states can share weather informa-
tion so that neighboring states understand “what’s comingat
them” (“Natural Disasters and State Transportation Les-
sons Learned, State/FHWA/FEMA Coordination Process
Improvement” n.d.). Preparedness involves collection and
assessment of information pertaining to the extreme weather
event, and typically this function is the purview of opera-
tions because even a low-impact change in environmental
conditions implicates the maintenance division.
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In Vermont, VTrans Operations and Maintenance staff
relied on forecasts from NWS and others in the days leading
up to Irene. NOAA has concluded that these sources did not
present forecasts of intense flooding with the clarity needed
to achieve the appropriate level of preparedness in Vermont
and emphasizes that rainfall forecasts and inland flood
threats still needed communication even when Irene was
downgraded (Lubchenco and Furgione 2012). Also, in the
case of Irene, even where information products were avail-
able for public consideration, they were confusing (Lub-
chenco and Furgione 2012). NOAA recounts the following
situation in communicating Irene’s flood threat in Vermont
(Lubchenco and Furgione 2012).

NWS offices issued seven different hydrologic product
types to convey the flooding threat from [Irene],which
cluttered hazard maps and created confusion. Some media
partners opted to stop receiving f lood warning updates
because they were too numerous and confusing.

“We can’t even keep them straight. We turned the
automatic notification off all together.”—Matt Noyes,
Meteorologist, New England Cable News

These media partners also refused to use a graphic display
of flood and flash flood watches and warnings dueto the
complexity of the hazards map.

“It is hard to explain the different colors on a watch/
warning map to viewers. . . .”—Sharon Meyer,
WCAX, CBS Burlington, VT

Feedback from NWS product users reflected a lack of
understanding for Irene’s extreme hydrologic potential:

“We didn’t get a forecast from the National Weather
Service that made us sit up and pay attention.”—Ross
Sneyd, News Editor, Vermont Public Radio

“I never saw any forecast that suggested rivers might
crest at record levels; however, the warnings of
record flooding were certainly there. Although it was
listed as flash flood watches, I’'m not sure the public
makes that distinction as a flood warning. In retrospect,
I would put more emphasis on that.”— Mark Breen,
Eye in the Sky forecaster for Vermont Public Radio

The NOAA report suggests that decision makers who rely
on NWS, as well as on FEMA, to relay NWS information in
an emergency management situation need to understand the
institutional limitations and data-presentation challenges at
play (Lubchenco and Furgione 2012). NOAA/NWS states in
its post-Irene report that is ready to work with its stake-
holders (Lubchenco and Furgione 2012). In doing so, NOAA
recounts the following statement from a local leader in Ver-
mont (Lubchenco and Furgione 2012).

“We had no warning saying it would be so bad. I knew it
was going to rain a lot, but I thought it was going to be the
kind of rain that would test the patch I just put on my roof.
I had no idea it would be the kind of rain that would wash
my neighbor’s house away.” —Rochester, VT, Selectman

Lessons Learned and Related Practices

The following summarizes key practices identified in this
case example by mission-related and crosscutting functions.

Practices by General State DOT Functions
Practices by mission-related functions
Operations:

+ Standing up of an ICS, with the appropriate scope of orga-
nization of the event—for example, Unified Command
and regional or local Incident Coordination Centers

+ Identification and utilization of a short, set list of objec-
tives for the recovery effort

» Awareness of employeeattitudes and their basic necessities

* Improving alignment of FHWA information in its
DDIR with the FEMA PA PW format

* Pursuit of rulings on issues of first impression with
the federal government (e.g., FHWA and National
Guard costs)

* Training and provision of designated technical assistance
to localities attempting to seek federal reimbursement

* Provision of technical assistance to policy makers
exploring changes to state cost sharing where localities
that cannot afford to repair damage to transportation
system, changes to federal program cost sharing where
state cannot afford repairs to transportation system, or
other approaches

* Ensuring demobilization of ICS is defined, described
(including the social after-effects of event), and imple-
mented, using methods such as the following: having
the Incident Command Center Logistics leader discuss
how personnel may feel after returning home, hold- ing
brownbags, offering counseling, issuing a coin asa
memento, and sending thank-you notes to personnel
and their families

* Preparing for and using the federal reimbursement pro-
cess to support projects that build resiliency

* Preparing for and using ICS, including pre-assigning
roles; knowing the experience of staff when assigning
roles; providing ICS training; familiarizing staff with
mobile IT and other equipment used in the field; prepar-
ing/updating Standard Operating Procedures for use of
ICS; considering event-related criteria when standing
up an ICS, UC, or IC; and updating the Continuing
Operations Plan

* Developing training for effective use of ICS, through
basic training at all levels; annual training; checklists
and pocket manuals with key information for ICS sec-
tion leads on each role; practicing use of ICS under
small events; developing a plan for use of technology in
emergency response; clarifying the role of state DOT
in ICS training; providing training in technical details
of likely events (e.g., riverine flooding)
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* Addressing contracts administration under ICS by hav-
ing contractors register; electronic invoicing and con-
tracts processing system; developing administrative
packet on invoicing, federal forms, emergency man-
agement levels, state and federal compliance issues, for
state and for contractor staff; developing an emergency
waiver process; standardizing the process for paying
contractors under an ICS

Enhancing the use of technology when using ICS,
including having a master list of cell and smart-phone
contacts, expanding training in the state’s maintenance
tracking system, exploring use of cloud technology to
enable robust use of mobile applications, continuing
use of Google Maps, storing information needed in an
emergency situation in one place, and enabling a single
internal location for sharing data during an event
Improving workflow under ICS, including develop- ing
a process to track equipment lent to contractors,
developing process for tracking materials supplied by
contractors, and improving internal data collection for
federal reimbursement by defining roles and supplying
training, including training the trainers

Preparing for Operations role under ICS, including devel-
oping an “Emergency Design Manual” for use when rees-
tablishing structural elements in an emergency, clarifying
the level of civil engineer testing and documentation
expected under response, and improving collection and
use of geospatial data immediately after the event
Improving communications under ICS, including devel-
oping/updating internal processes for communications in
ICS, developing/updating with stakeholders’ external pro-
cesses for communications in ICS, ensuring proper equip-
ment will be on hand (including portable cell towers),
inspecting radios and cell phones, assessing emergency
management software ahead of time, and developing
alternatives for when power or cell reception is down.

Maintenance:

Staging equipment in specific areas, including cones,
message boards, portable traffic lights

Identifying a central storage location or garage for
equipment needed in a major event

Tracking maintenance needs with a view to statewide
events

Coordinating and running a multiagency “Scan Tour”
with relevant state and federal agencies to assess
together existing repairs and determine how perma-
nent repairs will be made

Developing an equipment inventory, including what
and where the resources are.

Design:

* Developing new design criteria in order to meet projected
risks—for example, bridge height for flooding, use of riprap

+ Using existing data sets—for example, route logs—to
support design process in emergency response scenario
+ Simplifying the design plan process.

Construction:

* Enabling shifts in construction schedules to accommo-
date new priorities

* Adopting an approach to rebuilding that completely
closes a road or bridge for safer and faster construction
(rather than partial closure that maintains access dur-
ing construction)

+ Articulating the existing technical and policy foundation
for projects that support better resiliency (e.g., rewriting
hydraulic manual to underscore existing practices)

» Exploring new construction techniques—for example,
prefabrication of structure components, advanced new
materials, and new contract/management techniques

+ Taking advantage of change management after an
extreme weather event to mainstream new con-
struction practices—for example, by developing an
Accelerated Bridge Construction program initiative,
staggering its implementation, and providing metrics
for success.

Planning:

* Creating an Emergency Response Plan, including the
express identification of the role of nongovernmental
resources, such as the Regional Planning Committees
set up under federal transportation laws

* Developing training and related content to educate
employees to better address flooding events, including
general ICS awareness, instruction in river manage-
ment, and in-depth technical training for engineers

+ Articulating a holistic, watershed-based approach to
siting and building transportation infrastructure.

Practices by Crosscutting Functions
Communications:

* Supplementing 511 system with a call-in center dedi-
cated to the event, Google Maps, social media, mobile
phone micro-site, and website with regular updates

* Where adopting web-based tool, such as Google Maps,
making timely decision on investing staff time, encour-
aging and facilitating adoption by others, and planning
for its maturity into an ongoing tool

+ Considering the staffing and protocols needed to ensure
the social media site has desired effect

+ Tying in transportation information to existing agency
communications lines—for example, 1-800 numbers
for tourist information

+ Transporting media to the site and providing agency
personnel for interviews.
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Interagency Coordination:

* Embedding FHWA in state DOT activities related to
the extreme weather event—for example, in the ICS

+ Understanding the management requirements for using
the National Guard

 Accelerating approvals for weight and time waiver for
trucks through internal coordination

* Better integrating air and rail into emergency operations

* Maintaining key role and place at the table in broader
recovery effort, by taking responsibility for its early
management

¢ Including an environmental liaison in the ICS

* Developing agreements and memoranda of under-
standing to define/update roles of agencies under
Emergency Response situations

* Meeting annually to check in on “who is who” at each
agency and confirming contacts for future events

* Defining roles in a state DOT ICS of Regional Planning
Committees, which are congressionally required bod-
ies of potential use in emergency response

* Ensuring early engagement by all relevant agencies

+ Using same district boundary for all agencies in
Emergency Response, noting state DOT maintenance
districts may not be the most effective

* Assigning or dedicating a state attorney to federal program
reimbursement and other emergency response issues.

Data and Knowledge Management:

* Distinguishing Emergency Management processes
from day-to-day processes in post-event assessment of
a state DOT response to extreme weather event

* Providing a structured forum and process for devel-
oping lessons learned from extreme weather events to
capture practices and ideas for improvement, dedicat-
ing resources to hire a contractor

* Identifying the data sets (e.g., information on bridges,
record drawings) that benefit decision making and the
ways to enable better collection or access to the data

* Developing succession planning to maintain continu-
ity and a knowledge base

* Understanding the limitations of weather information
products and seeking to develop expertise to better
assess weather events.

CASE 6 : ALASKA—SOUTH CENTRAL SNOWSTORMS
(2011-2012)

Introduction

The Alaska Department of Transportation and Public Facili-
ties (ADOT&PF) is responsible for 5,600 paved and gravel
highways, 245 airports, 43 small harbors, and a ferry system
covering 3,500 nautical miles (“About Alaska DOT&PF”

n.d.). Much of this infrastructure lies within vast, remote
areas with significant temperature extremes on a land mass
one-fifth the size of the continental United States.

In the winter of 2011-2012, a series of storms hit Alaska.
Weather conditions did not allow for snowmelt between
storms, so snow accumulated, becoming deep and heavy
on roads and buildings. The severity of the snow hazard in
the coastal town of Cordova, for example, triggered a local
disaster declaration by the Governor and later expanded
to a regional disaster declaration (“Prince William Sound
Storm Declared Disaster” 2012). The storms affected trans-
portation across the state; to keep roads open, maintenance
crews recorded nearly 61,000 hours of overtime that cost
$2,710,000 (Grass 2012).

This case example focuses on the snow- and rainstorms in
south central Alaska, a land area roughly the size of Virginia
that stretches from Anchorage down to the Kenai Peninsula
and across to Valdez, Cordova, Yakutat, and Haines. Cor-
dova’s situation, in particular, illustrates the state’s role in
handling impacts from this type of extreme weather event.

Event Summary

Cordovais a coastal city 0f 2,200 that is accessible only by air
or marine transportation. Beginning in mid-December 2011
and continuing through January 2012, Cordova received
snowfall that put it on a pace to meet or break record precipi-
tation accumulations for the winter season (“Prince William
Sound Storm Declared Disaster” 2012). Typically, breaks
between winter snowstorms in Cordova offer snowmelt con-
ditions (Rosen 2012), but not in this case. Any warming dur-
ing this period led to rain that made the snow heavier and
more of a hazard (Anderson 2012).

On December 12, after this series of heavy snowstorms,
Cordova went into emergency snow removal status (see
Figure 14). Several roofs collapsed during this time. Side
streets were closed off and used as snow dumps (Incident
Overview 2012—Prince William Sound Winter Storm 2012).
In the end, the city spent more than $500,000 on its snow
emergency (Grass 2012).

The primary focus in snow removal was public safety,
including provision for at least a single passable lane for
emergency response vehicles and the removal of snow from
some rooftops. When the city of Cordova could not keep
lanes open into subdivisions, the mayor declared a local
disaster emergency in December 2011 (Memmott 2012).
By early January, there had been 18 ft of snow (Memmott
2012). At about that time, Cordova’s snow dumps filled up
and the state of Alaska then declared an emergency for Cor-
dova (Campbell 2012). The declaration permitted use of
additional state resources. These state resources included
more than 50 members of the National Guard for snow clear-
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FIGURE 14 Map of the city of Cordova, Alaska, and sites for priority snow removal

(January 2012).

ing; more heavy equipment, such as loaders, dump trucks,
graders, and snow-melters from ADOT&PF (in collabora-
tion with the private sector); and additional employees from
the ADOT&PF to operate the equipment (Situation Report
12-012—January 12, 2012 2012). At the same time, an ava-
lanche blocked access to the airport from the state-owned
Copper River Highway, triggering formal engagement by
the ADOT&PF leadership to prioritize snow and ice removal
from that location (Anderson 2012).

The ADOT&PF’s District Superintendent feels the overall
response in Cordova “got behind” in mid-January. Then, the
community saw no break in the storms into the first part of
February 2012. To manage the night shift for ice and snow
removal in February, the ADOT&PF interviewee reports, the
agency brought in four people from other areas of the state to
support local crews. ADOT&PF interviewees reported that
by the end of March 2012, Cordova had received more than
320 in. (26 ft) of snow, with 280 in. (23 ft) at the airport, more
than twice what it typically sees in a winter—which is “only”
120 in. (10 ft)—and the total cost to ADOT&PF for support-
ing Cordova during this event was $117,000. As noted, the city
itself estimated snow-removal costs of more than $500,000.

State DOT Activities
Operations and Maintenance

The Statewide Maintenance and Operations Chief stated that
he has to be a “professional weather watcher” to do his

job. He receives daily briefings on weather across the state
that will affect the agency’s infrastructure and mission. He
also relies on NOAA staff to report on ice conditions that
will affect transportation.

ADOT&PF knew of the 2011-2012 south central storm
from its beginnings. In late 2011, when the first set of storms
was identified, the Chief of Statewide Maintenance and
Operations increased communication with his district and
local staff as well as with other agencies that supply infor-
mation. Increased communication helped with identifying
supplemental resources in advance of what looked like a
major weather event. At the field level, the relevant district
superintendent for Cordova reports that he reviewed the
daily weather chart and made an estimate of what resources
would be needed to remove the snow. Key issues included a
possible deployment’s timing and duration. These factors are
important because most Alaska towns are many miles apart
and not on the road system, requiring fly-ins. As a result, in
that region of the country, a single day’s deployment may not
justify the cost of the flight, and the timing of a flight has to
be accurate or a crew may arrive too late to be of assistance
(see Figure 15).

ADOT&PF’s express policy is to take proactive steps
to position maintenance resources (ADOT&PF Winter
Maintenance Coordination 2012). This policy was in place
informally before the 2011-2012 storms; it was then for-
mally promulgated during the storms. When the policy was
simply an unwritten practice, employees understood its
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general features; however, a separate winter storm event in
another part of the state had precipitated the agency writing
it down. The triggering event was a severe weather incident
on Kodiak Island that required extended overtime work by
crews. The overtime wore the crews out, yet relief was not
requested. To avoid any hesitation in the future, ADOT&PF
codified what it informally refers to as its “no boundaries”
maintenance coordination policy: Maintenance and Opera-
tions Directive 2012-2 (ADOT&PF Winter Maintenance
Coordination 2012).
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FIGURE 15 Map showing the locations of the city of Cordova,
Alaska, and its remote administrative areas during the 2011—
2012 snow emergency, within the Prince William Sound area of
South Central Alaska (January 2012).

Also referred to as the “Winter Maintenance Coordina-
tion” policy, Directive 2012-2 states it is the responsibility
of the Chief of Statewide Maintenance and Operations and
the Regional Maintenance Directors to ensure the appropri-
ate resources are allocated to winter operations, particularly
during major weather events. Also, “personnel, equipment
and materials from any and all maintenance stations can be
dispatched to any area of the State at the discretion of the
Chief” and his superiors. Primary consideration is to be given
to coordinating with adjacent areas in order to ensure that
continuous sections of roads crossing jurisdictions receive
the same level of service. Stations must consider requesting
assistance from stations in the same region. Above the dis-
trict level, the regional manager must look across his juris-
diction for available resources as well, in order to support a
district requiring a resource. Where a region cannot meet its
own resource needs, it must go to the chief before contacting
another region so that coordination is ensured (ADOT&PF
Winter Maintenance Coordination 2012).

When Cordova was in an “emergency snow removal sta-
tus” and staff was working 7 days a week to keep one lane
of traffic open in town and out to the airport, ADOT&PF,
consistent with Maintenance and Operations Directive 2012-
2, brought in staff from other districts to support

Cordova. The ADOT&PF employees were assigned to the
city of Cordova’s emergency operations, as were the
National Guard troops also brought to Cordova (Incident
Overview 2013—Prince William Sound Winter Storm2012;
see Figure 16). According to an interviewee, pay- ment was
arranged through a preexisting Reimbursable Services
Agreement.

FIGURE 16 Alaska National Guard clears snow, Cordova,
Alaska, January 11, 2012 (Flickr Commons, U.S. Department
of Defense).

In Prince Williams Sound area where Cordova is located,
and elsewhere in the field, maintenance crews rely on Road
Weather Information Systems in 55 locations around the
state to provide real-time weather data for get- ting crews
into the field at the right time (Situation Report 12-012—
January 12, 2012 2012). ADOT&PF is also test- ing a
Maintenance Decision Support System (MDSS) that will
provide crews with route-specific weather forecast
information and road condition forecasts and treatment
recommendations relating to the materials and timing of the
application (Situation Report 12-012—January 12, 2012
2012). The MDSS will combine weather data from multiple
sources, including the National Weather Service, Road
Weather Information Systems, mobile temperature
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and moisture sensors on department equipment in the field,
and other sources (Situation Report 12-012—January 12,
2012 2012).

Regarding financial procedures supporting the manage-
ment of extreme weather events, the ADOT&PF had a mature
set of processes in place to meet the financial demands of the
2011-2012 winter storms. First, ADOT&PF finance staff
routinely subjects cost-collection to a clearly defined set of
procedures that provide an early indication of what costs will
and will not get approved (Schram 2012). The decision over
whether to create a distinct code for a new event, however,
is not overcomplicated by “process.” According to the Chief
of Statewide Maintenance and Operations and the Regional
Maintenance, it is acceptable that “lots of little things don’t
go anywhere.” In other words, job codes are created for
weather events that do not materialize and this not an admin-
istrative problem. ADOT&PF staff reports that the key is to
permit flexibility under uncertain conditions.

Second, ADOT&PF developed a set of documents and
educational materials as “how-to” resources. These
resources include a February 2012 presentation, developed
before statutory changes in late 2012, used to instruct state
staff. It details key issues for developing documentation for
FHWA and FEMA applications (Schram 2012). Consider-
ations and activities include identifying FHWA and FEMA
thresholds for reimbursement of damage, listing the allow-
able and unallowed costs under each program, document-
ing damage and costs by site, detailing the kinds of photos
needed, and explaining the retention schedule necessaryfor
audits, which may occur well after the project is closed. The
February 2012 ADOT&PF presentation also flags other
issues relevant to recovery from an extreme weather event.
It notes that reimbursement from FEMA and FHWA is only
available if the site is restored to pre-disaster conditions,
so, for example, if a recovery project creates a culvert when
there was none before, there cannot be reimbursement for it.
However, in these instances, FEMA and FHWA each allow a
state DOT to seek prior approval for what was called a “bet-
terment” project before recent statutory changes. The pre-
sentation’s instruction on betterment is an example of how
ADOT&PF has flagged key issues for consideration early on
in decision making at the recovery stage. Although the
February 2012 presentation predates some recent statutory
changes, it is included for informational purposes as web-
only Appendix F to this report.

Design and Construction

In the case of Alaska’s 2011-2012 south central region snow-
storms, there was no rebuilding needed on state roads or on
ADOT&PF buildings. An ADOT&PF interviewee statesthat
had one of its 720 buildings caved in from the snow, there
may have been a claim made. It is noteworthy that a key
design feature of Cordova’s infrastructure mitigated the

storms’ impact. Because of the large amounts of snow the
region receives, local authorities had had utility lines buried
over the prior 6 to 8 years. The burial of utility lines makes
them much less vulnerable to the high winds and other
hazards (Anderson 2012 ). ADOT&PF staff confirmed the
agency supports this approach in that area, making rights-
of-way available for the buried lines where needed. As dis-
cussed in the Data and Knowledge Management section,
design exercises will also need to consider changes to the
freeze—thaw cycle.

Planning and Related Activates

In addition to checking weather forecasts, the Statewide
Maintenance and Operations Chief keeps current on the work
product of the Alaska Center for Climate Assessment and
Policy (ACCAP), including ACCAP’s snow projections for
Alaska that are based on its climate change models. ACCAP is
located at the University of Alaska—Fairbanks and is funded,
in part, by NOAA’s Regional Integrated Science Applications
program, known commonly as the RISA program.

Based on these and other climate products, the Statewide
Maintenance and Operations Chief anticipates future storms
as severe as those in 2011-2012. As a result, in Anchorage,
for example, he is working to expand the land area available
for snow dumps. The relevant analysis involves consider-
ation of environmental issues and the cost effectiveness of
remote sites that require added time and resources to reach.
He also is seeking to acquire snow-melters for Anchorage,
noting the environmental consequences of their run-off are a
current concern. This project he is undertaking is one exam-
ple of decisions ADOT&PF need to manage in the future.

To broaden knowledge of these future trends and agency
needs, the Statewide Maintenance and Operations Chief had
ADOT&PF develop a document titled “Emerging Practices
in Winter Highway Maintenance,” released in October 2012
(Emerging Practices in Winter Highway Maintenance 2012).
This document notes several winter maintenance concerns,
including, as ACCAP projects, “more frequent, intense, and
unpredictable weather events, including storms and win-
ter warming periods.” Technical solutions being planned
include improved de-icing formulas, which reduce the cor-
rosiveness of the de-icer; the use of sensors at a major bridge
to determine when de-icing should be applied remotely; and
the use of smart snowplows, which use GPS to provide a vir-
tual view of the highway in whiteout conditions (Emerging
Practices in Winter Highway Maintenance 2012).

Communications

To address the impacts of weather conditions on transporta-
tion, Alaska uses a 511 system that offers the public infor-
mation on road conditions, closures, and construction. The
public can also see road and weather conditions through the
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Road Weather Information Systems cameras noted earlier.
The 511 system provides information in multiple formats,
including via the department’s web page, by telephoning 511,
by means of an RSS feed, and via an iPhone application,
Facebook, and Twitter (Emerging Practices in Winter High-
way Maintenance 2012). The department also has snow-
plowing hotlines for the areas of the state connected to the
state road system (Emerging Practices in Winter Highway
Maintenance 2012). ADOT&PF is supportive of its staff giv-
ing interviews to the media but will follow the ICS model for
centralized communications when appropriate.

Interagency Coordination

As noted in the Event Summary section of this case example,
the National Guard deployed to Cordova in early January
2012. Owing to the closure of the Cordova airport, they had
to journey from their muster site to Whittier, Alaska, which
was at least a 2-hour trip. Then the troops took a 6-hour ferry
trip on Alaska marine highway from Whittier to Cordova. To
reduce the administrative burden to the National Guard
troops, the Deputy Commissioner of Transportation and
Public Facilities waived the near $100 fee for the ferry ride
to Cordova, a potential value of $5,000. When they arrived
in Cordova, the troops, along with ADOT&PF personnel,
were integrated completely into the city crews, clearing such
roads as the Copper River Highway.

Other interagency coordination occurred with partners,
including the federal government, and its timeliness was crit-
ical to operations. To help clear the Copper River Highway
and ensure airport access, for example, the FAA executed an
emergency waiver to allow the use of airport snow-removal
equipment off the premises of the Cordova airport.

Data and Knowledge Management

ADOT&PF uses various information sources and other
materials to support planning decisions. As noted earlier,
ADOT&PF has released a report on emerging winter mainte-
nance issues and technical approaches to them, driven, in part,
by the fact that winter weather will become less predictable.
New practices being tested include sensors on bridges that
can help determine when de-icer is needed, and more con-
sideration is being given to the changing freeze—thaw cycle
(Emerging Practices in Winter Highway Maintenance 2012).

An ADOT&PF interviewee noted that information per-
taining to extreme weather may include the reports from a
given incident and the data collected to support applications
for reimbursement requests to FEMA, FHWA, and other
agencies. These applications record the conditions at a site
and costs. The applications are stored in paper or scanned
form, and are kept by ADOT&PF under a defined retention
schedule that supports responses to auditing requests for a
significant time into the future. Where there is no federal

reimbursement being requested, there is no separate proj- ect
file; however, the ADOT&PF accounting system enables
quick itemization of costs, under a distinct code, for its sup-
port to localities in these weather events.

The ADOT&PF Statewide Maintenance and Opera-
tions Chief states that he relies on the post-event reports
developed by NOAA to understand past events and the
possible reoccurrence of similar conditions and impactsin
the future. In turn, he also has conducted an ACCAP webinar
on ADOT&PF challenges under a changing cli- mate. He
views the relationship ADOT&FP has pursued with NOAA
and ACCAP, the in-state RISA entity NOAA funds, as an
important collaboration activity in the effortto address
extreme weather impacts from a multidisci- plinary
perspective.

Lessons Learned and Related Practices

The following summarizes key practices identified in this
case example by mission-related and crosscutting functions.

Practices by General State DOT Function
Practices by mission-related functions
Operations:

* Familiarity with weather forecasting and relying on
NOAA for specific reports, such as ice conditions

* Reliance of maintenance crews on the Road Weather
Information System, with real-time information on
weather data so crews can get to the field at the right time

* Consideration of an MDSS, which combines weather
data from multiple sources

* A “no boundaries” maintenance coordination policy
that requires districts to seek assistance, as needed,
and provides a framework for coordination with other
districts, regional and statewide

+ Assignment of codes to a weather event in order to
advance decision making, with no concern about
developing codes that “go nowhere” if the weather
event does not become significant

* Development of detailed presentations on disaster
response, including one setting out the requirements for
federal and state reimbursement for damage and
expenditures, including FHWA and FEMA thresholds
as well as information on the “betterment” option to
avoid rebuilding to the way state infrastructure was
before, rather than improving it.

Maintenance:
* Under a disaster declaration, providing assistance to

municipalities in the form of staff and heavy equipment
such as loaders, dump trucks, graders, and snow-melters
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+ Considering several factors in deploying crews outside
of their immediate geographic area, given the size of
the state and limited transportation routes, such as the
duration of the need and whether it is feasible to get the
support there in time.

Design:

* Consideration of more severe storms and unpredict-
able weather that is expected and their implications on
design; for example, the effects of the freeze—thaw cycle.

Construction:

* Supporting the burial of utility lines to avoid downed
utility poles on the highway right-of-way.

Planning:

+ Staying current on climate projections from the NOAA-
funded entity intended to provide decision support for
state and local entities and provision of briefings on
state needs under more unpredictable weather

+ Using snow and climate projections as a basis for seek-
ing increased space for snow dumps, while addressing
related environmental issues

* Researching and drafting a document outlining emerg-
ing practices in winter highway maintenance, noting
that drivers for the document include the more unpre-
dictable weather that is expected.

Practices by Crosscutting Functions
Communications:

* To communicate weather impacts, use of the 511 sys-
tem that shows road conditions, closures, and construc-
tion, with camera views through the Road Weather
Information System used by crews, and relaying infor-
mation by means of the department web page, tele-
phone, RSS feed, iPhone, Facebook, and Twitter

* Routine use of snow-plow hotlines

* Use of ICS communications protocol under an emer-
gency but with support for interviews by staff.

Interagency Coordination:

* Facilitating the deployment of the National Guard by waiv-
ing substantial transportation fees for the long trip neces-
sitated by the closure of airport at disaster declaration site

* Working with FAA to secure a waiver allowing use of
FAA airport equipment off site to clear the state high-
way leading to the airport and ensure airport access

* Supporting state DOT employees assigned to city
emergency operations team, with effort paid for
through preexisting reimbursable agreement.

Data and Knowledge Management:

* Collecting and reporting on emerging winter mainte-
nance practices in light of more severe and unpredict-
able winter weather

» Using NOAA post-event reports and providing brief-
ings on state needs under more unpredictable weather
to the NOAA-funded entity designed to provide deci-
sion support for state and local entities

 Storing applications for federal reimbursement in paper
or scanned form, with defined retention schedule of
projects searchable by event code.

CASE 7 : TEXAS—DROUGHT AND WILDFIRES (2011)
Introduction

The Texas Department of Transportation (TxDOT) is
responsible for the construction and maintenance of the
Texas highway system, the largest in the United States.
Through a routine maintenance budget of $900 million per
year, a workforce that includes 5,000 maintenance person-
nel, and 254 maintenance stations across the state, TxXDOT
manages 193,000 miles of roadway. These roads include
farm-to-market, ranch-to-market, state, U.S., and interstate
highways (The Compass Project 2009). Many of these routes
cross rural, remote counties. TxXDOT also oversees aviation,
ferry, rail, and public transportation systems in Texas.

In 2011, Texas experienced the worst 1-year drought
since its rainfall records began in 1895 (Kennedy 2011). The
drought cost the state $5.2 billion in livestock and crop
losses, and some communities simply ran out of water (Jer-
vis 2011). Temperatures hit record highs.

The prolonged heat also caused pavement distress that
required vigilance from TxDOT maintenance crews and the
public. Additionally, low moisture and high temperatures con-
ditions catalyzed more than 30,000 wildfires throughout the
state, which, according to an interviewee, burned in aggregate
an area the size of Connecticut. TxDOT has a limited role in
wildfires, supporting other agencies that have first responder,
emergency management, or public land management respon-
sibilities (Nash et al. 2012). During the 2011 wildfires, TxDOT
protected and repaired assets within its rights-of-way and
assisted state, local, and federal agencies in wildfire suppression.

This case example reviews TxDOT’s response to these
two risks—wildfire and pavement distress—that arose in
2011 in extreme drought situations. TxDOT practices are
described generally, and details from the Childress—Ama-
rillo and Bastrop wildfires provide further illustration. This
case example uses the term “wildfire”’; however, TxDOT
employees involved in wildfire control on public land use
the land management term “wildland fire.”
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Event Summary

In 2011, 80% of Texas experienced “exceptional” drought,
the most severe ranking according to the National Oceanic
and Atmospheric Administration (NOAA; Jervis 2011). The
2011 drought followed a wet summer in 2010, which had
spurred vegetation growth. The high volume of vegetation
made wildfire conditions more acute and widespread (see
Figure 17). Two fires exemplify the disruption caused by the
30,000 wildfires that year. In February, a fast-moving blaze
in west Texas near Childress and Amarillo forced evacua-
tions and charred more than 120,000 acres (“TxDOT Crews
Helped Battle West Texas Wildfires” 2011). In September,
sparks from wind-damaged power lines caused a 6-week fire
in Bastrop County in the south (George and O’Rourke 2011),
outside Austin, that burned more than 1,600 houses, killed
two people, and caused $350 million in damage (Insurance
Council of Texas 2011).

The 2011 wildfires affected TxDOT directly as a land and
asset manager. For example, in September 2011, the Bastrop
County wildfire destroyed a TxDOT wildlife cor- ridor for
endangered species as well as the wooden posts

that secure guardrails, effectively decommissioning miles
of TxDOT guardrails (see Figure 18). TxDOT’s other role in
wildfires falls under the rubric of the state’s emergency man-
agement procedures. On request from the Texas Division of
Emergency Management, TxDOT provides equipment and
manpower to create fireguards along the state right-of-way,
and again, if requested, off the state right-of-way. In 2011,
TxDOT provided several services to agencies and entities
responding to the wildfires, such as local volunteer fire
departments. These activities included the supply of fuel,
signage, and other forms of public information. TXDOT also
allowed several counties to deploy burn bans signs on the
state highway right-of-way.

The 30,000-plus wildfires were a major focus for TxDOT
in 2011 (Nash et al. 2012). Whereas TxDOT maintenance
districts typically have one to six requests for assistance
annually, in 2011 at least one district responded to 50
wildfires (Best Practices for TxDOT . . . 2012). TxDOT’s
interviewee reports that fuel vehicles used primarily for
hurricane evacuation and reentry were used for wildfires in
2011. TxDOT supplied these fuel resources to local volun-
teer firemen when requested by the Department of Public

Moderate-resolution Imaging Spectoradiometer (MODIS) Fire Detections from the
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Safety’s (DPS) District Chairman to do so. And TxDOT was
expected to come through in these instances—whereverthe
fire was located in the state. For example, nearly all of the
TxDOT Childress District’s 120 maintenance employ- ees
worked in shifts for 3 days, transporting fuel, building
fireguards, and carrying water to support suppression of fires
on 120,000 acres (“TxDOT Crews Helped Battle WestTexas
Wildfires” 2011). They also provided motor graders and
bulldozers to help extinguish and block the fires from
spreading (“TxDOT Crews Helped Battle West Texas Wild-
fires” 2011). According to an interviewee, TxDOT expended
a total of $5 million from its budget to assist with wildfire
suppression activities in 2011.

FIGURE 18 Smoke from wildfires nearing roadways in
Bastrop County, near Austin, Texas, September 5, 2011 (Flickr
Commons, jonl).

Although TxDOT addressed the wildfires largely through
its role in land management and the DPS’ emergency man-
agement framework, the 2011 drought also affected the
delivery of road maintenance important to the safety of the
traveling public. For example, owing to 2011’s high tempera-
tures, in some locations the armor joints on guardrails buck-
led, popped up, and bent, lessening their strength and utility.

Pavement distress, especially, was a maintenance issue
exacerbated by the prolonged heat. TxDOT reports that it
managed pavement distress quite actively in 2011. High heat
and dry soils cause shrinkage under roadways. The result-
ing cracks can be 4 to 6 in. wide and extend 4 to 5 ft into the
soil. A TxDOT interviewee reported that local maintenance
crews rode the roads every other day in 2011 and reported
problems to the area engineer, who would tell the District
Maintenance Director if the problem was outside the norm.
In west Texas, because high heat is the norm, pavements are
designed to handle related stresses. However, in 2011, the
drought was so extreme that TxDOT began to identify and
differentiate other drought conditions that cause increases
in cracking. For example, growth of vegetation within the
highway right-of-way during water-poor conditions affects

pavement because root systems extract moisture from the
soil, causing shrinkage that leads to cracking in the pave-
ment. Also, in the southern part of the state where pavement
is not designed for the high temperatures that can occur, for
example, in west Texas, the high temperatures in 2011 led to
road distress. Such road distress was worsened by truck rut-
ting from energy development in that region. TxDOT sought
to address rutting as soon as possible and took active steps
to keep vegetation away from the pavement to prevent edge-
cracking. Overall, pavement distress cost TXDOT $26 mil-
lion in 2011.

State DOT Activities
Operations and Maintenance

According to the TxDOT Emergency Manager Coordina-
tor, wildfires are a year-round threat in Texas, and TxDOT
districts keep equipment “pre-loaded” and ready to deploy.
Although TxDOT has no formal staging protocols, it seeks
to pre-position resources so that TxDOT can respond quickly
to a request for assistance during a hurricane, wildfire, or
other disaster. TXDOT noted that Texas is different from
many other states in that its transportation agency handles
wildfire matters. For example, the neighboring state of New
Mexico has similar geography but its state department of
transportation does not engage as heavily as TxDOT does in
wildfire activities.

Under wildfires, TxDOT provides several services to
agencies and entities, such as local volunteer fire depart-
ments, including, as noted previously, the supply of fuel,
signage, and other forms of public information. The TxDOT
maintenance crews keep 700-gallon tanks (diesel or
unleaded) mounted on the back of 6-yard dump trucks, and
it maintains contracts for bulk fueling so it can activate the
use of larger, 6,000-gallon transport with eight fuel pumpers
on each side of the truck. On request from the State Division
of Emergency Management’s Disaster District Chairmen
(DDC), TxDOT also provides equipment and manpower to
create fireguards along the state right-of-way. Additionally,
as noted, TxDOT will work with counties in advance of a
wildfire to allow them to deploy burn bans on the state right-
of-way if they meet TxDOT’s standards and policy.

During wildfire events, TxDOT works with the Divi- sion
of Emergency Management’s State Operations Center
(SOC) and DDC, and keeps abreast of daily operational
fire conference calls. TxDOT districts typically coordinate
with the DDCs, Department of Public Safety, Texas Forest
Service, local governments, Texas Commission on Envi-
ronmental Quality, and utility companies during a wildfire
event, using ICS principles. To maintain a consistent chain
of command, however, TxDOT and its crews do not respond
to a wildfire until notified by the DDC, which gives official
notice to the Director of Maintenance or TxDOT Director of
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Operations, who, in turn, contacts the Maintenance Supervi-
sor (see Figure 19).

3

FIGURE 19 Controlling a wildfire along highway right-of-way
near Highways 71 and 21, southeast of Austin, Texas, October
8, 2011 (Flickr Commons, MotleyPixel).

TxDOT keeps strict adherence to its own transportation-
focused mission when deployed, including use of equipment.
The equipment typically requested are dozers, motor grad-
ers, fuel trailers, water trailers, sign trailers, and traffic con-
trol devices, and the policy is that only TxDOT personnel use
TxDOT resources. Also, TxDOT will not engage in wildfire
activities off its right-of-way until officially directed by the
District Disaster Chairperson. Even where TxDOT acts as
a first responder, which can be the case in very rural areas,
TxDOT still cannot and will not go off the right-of-way to
aid a community. There must first be an imminent threat to
life or property, and even then TxDOT’s role will be to cre-
ate firebreaks or reduce the threat of destruction until sup-
port arrives. Additionally, TxDOT employees do not fight
fires directly. As a result, while on duty for TxDOT in 2011,
no TxDOT employee used fire safety equipment or personal
protective equipment. However, where a TxDOT employee
worked for a local volunteer fire department, they were very
often granted personal leave for a wildfire event during 2011.
TxDOT’s response may be immediate if the wildfire poses
an imminent threat to life and property.

TxDOT seeks reimbursement from FHWA for some
wildfire activities, usually for major catastrophic fires, as
described in the Interagency Coordination section of this
case example. To collect data on events, the interviewee
stated that many districts use Daily Activity Reports and
Microsoft SharePoint. TxDOT tracks the cost of task for a
particular event by giving it a task number and passing that
task number on to the district. Using SharePoint, anyone
helping in the development of the file or its related applica-
tion to FHWA can see changes to the file and add to it.

The interviewee stated that TxDOT talks to maintenance
crews about drought practices in maintenance workshops.
The TxDOT interviewee also reports that it is common for

TxDOT to write off the costs of supporting wildfire suppres-
sion work for rural communities, and the reimbursement
documentation required by the federal government some-
times outweighs the actual cost of the response. In 2011, few
districts applied to FHWA or FEMA for reimbursement for
wildfire fighting.

Separately, where TxDOT has surplus material of poten-
tial use to a locality, such as reclaimed asphalt, the materi-
als may be offered to a local country government. TxDOT
keeps the process transparent when providing such services
to a rural county. Offers of assistance to counties are sent
to the county judge, a position that in Texas has executive
power. Requests for assistance from the county must be on
the judge’s letterhead. Abiding by these detailed procedures
sees TxDOT maintenance personnel maintaining a clear line
of communication and authority on resource decisions in the
many localities across the state.

Design and Construction

TxDOT has established ways to address emerging issues
relating to the condition of the state’s highways, relying on
in-house and outside support for research. To find trends,
TxDOT will work with academic institutions, which advise
on where they see recurring problems, and develop research
methods to determine the cause. For example, there is a cur-
rent TxDOT initiative to look at the effect on state roads of
energy development and associated truck traffic. The TxDOT
interviewee notes that the Texas Petroleum Producers wish
to support TxDOT in addressing impacts. A study is under
way with the Texas Transportation Institute to determine
the costs for design and construction alternatives in order
to progress discussions around this industry commitment.

Planning and Related Activities

After the 2011 drought, TxDOT’s emergency management
role commanded the attention of planners and management,
given the criticality of the TxDOT function as well as the
many other agencies and stakeholders involved. As a result,
TxDOT has made sure to focus on drought impacts in its
maintenance workshops. TxDOT also is a participant in the
State of Texas Drought Preparedness Council in order to
help define and plan for its likely role in future years. The
function of TxDOT in addressing drought will vary from
emergency utility permits to hauling water, along with the
functions detailed in this case example.

The TxDOT interviewee reports that TxDOT has required
staff to take FEMA Independent Study training online from
the FEMA Emergency Management Institute. TxDOT also
ensures employees are clear on the agency’s responsibili-
ties in a wildfire setting via training on TxDOT’s role and
other approaches. A key message in training is “we are not
firemen,” which TxDOT management believes can be a life-
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saver during a wildfire event. As noted, TxDOT employees
do not fight fires, so while on duty for TxDOT in 2011, no
TxDOT employee, as noted earlier, used fire safety equip-
ment or personal protective equipment. However, to ensure
TxDOT preparedness and safety, after 2011°s major wild-
fires ended, TxDOT also invested in two response trailers.
Response trailers are 30-ft-long mobile workspaces wherein
local TxDOT crews (at one of the 254 TxDOT maintenance
stations, for example) can receive information on wildfire
characteristics and shelter deployment training. The trail-
ers can be pre-positioned and are stocked with fire protec-
tive suits, helmets, and fire shelters. In December 2012, for
example, when the number of wildfires was low but still
posed a threat, TxDOT was able to position the trailers and
crews so that they could be nearest the at-risk locations.

Communications

For wildfires, TxDOT keeps to emergency management/
national incident management protocol wherein public com-
munications are handled entirely by the public information
officers of the state administration. If an event relates only
to internal TxDOT activities, then the TxDOT Public Infor-
mation Officer at the relevant district level will speak for
the agency.

In support of strong public communication, TxDOT
provides updates to the public on highway conditions and
road closures related to wildfires through the state High- way
Condition Reporting System (TxDPS 2011). Districts are
required to enter highway and weather conditions into a
Highway Condition Report every workday morning by 8:10
a.m. and to update the information as needed (Manual Notice
2008-01 2008). Districts are required to report the following
types of information (Manual Notice 2008-01 2008):

* Local NWS forecasts

+ Highway conditions that close travel in one direction for
more than 4 hours or that create hazardous travel, includ-
ing construction or maintenance sites, roadway or right-
of-way damage, major accidents, or hazardous spills

* Weather-related events that may cause unsafe driving
conditions, such as ice, sleet, snow, floods, high winds,
or hurricanes.

Although TxDOT has no formal responsibility for pub-
lic notification of wildfire events, wildfires are the type
of weather-related event reported in Highway Condition
Reports. The public, news media, public agencies, and desig-
nated advisory services may access information in the state
Highway Condition Reporting System by calling TxDOT or
by accessing TxDOT’s web page.

It also is TxDOT’s responsibility during wildfires to dis-
play appropriate information on its network of dynamic mes-
sage signs. TxDOT works with the Division of Emergency

Management’s State Operations Center to determine the best
message content and where and when to display it. Sign mes-
sages can be tailored to the situation in a given area, warn-
ing of highway closings, burns bans, and wildfire danger. An
effective practice, especially with wildfires, is not to keep the
message up for too long because the public begins to ignore
the same message over time. During the wildfire season,
TxDOT alternates wildfire awareness messages with other
messages. When there is a very specific message on wildfire,
TxDOT can change the message quickly if asked by the SOC.

After the 2011 events, TxDOT also needed to communi-
cate and explain its role during the year’s drought to various
policy makers. For example, it provided the Texas state legis-
lature with technical replies to inquiries about various pieces
of legislation introduced in response to the 2011 drought.

Interagency Coordination

Where TxDOT knows a wildfire will be a major event that
can contribute to the destruction of highway infrastruc-ture,
it notifies FHWA and FEMA and brings them in on response
and recovery early. In the case of the Septem-ber 2011
Bastrop County wildfire, for example, TxDOT estimated the
cost of repair, reached out to FHWA (which concurred
verbally), and then sent the paperwork over to FHWA for
review and approval. Within a few days after theBastrop
County fire, TxDOT secured approval for reim- bursement
from FHWA. The collaborative relationship with FHWA
worked well for TXxDOT in other ways. After the Bastrop
County fire, through negotiation with FHWA, TxDOT
secured reimbursement for the costs of removing scorched
trees at risk of falling into the roadway. FHWA paid for the
removal of the tree. TXDOT praised FHWAfor its simple
processes and the continuity in the staff with whom TxDOT
interacts. TxDOT noted that other agencies, such as FEMA,
may provide a different representative each time—each
with the different message and each witha seemingly
different interpretation of the FEMA public assistance
manual.

Data and Knowledge Management

TxDOT supported the development of a recent work product
from Texas researchers, a report on TxDOT Best Practices
for Wildfires, which is included as web-only Appendix G to
this report, along with two related presentations. That syn-
thesis of TxDOT fire-control activities was commissioned
after 2011’s devastating wildfire season.

The TxDOT interviewee has observed that the larger the
weather event, the more entities that may offer help, which
creates data management issues. TxDOT came across a reim-
bursement hurdle, for example, involving volunteers who came
to Texas from out of state to lend help pursuant to Emergency
Management Assistance Compact (EMAC). Under EMAC,
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other states will offer up and quickly send resources to another
state affected by a major disaster. Under EMAC and a related
grant program, TxDOT may provide fuels to volunteer fire
departments from other states supporting the Texas emergency
management leadership on wildfires. TxDOT has developed
and successfully used a fuel issue invoice to facilitate that activ-
ity. On the other hand, TxDOT also has been denied the ability
to process a Fire Management Assistance Grant because it had
lacked documentation of an out-of-state emergency response
vehicle’s license plate. Not knowing which state the non-Texan
was from made it difficult for the grant administrator to deter-
mine whether the out-of-state responder was asking for the
same costs to be covered under his own state’s application pro-
cess. TxDOT views not having that level of documentation as
a lesson learned. It was not a severe problem but a problem for
consideration in future events.

One aspect of Data and Knowledge Management implicates
program definitions, their applicability, and use. The TxDOT
interviewee noted the correct term to use for this case example
concerning wildfires was “wildland fires.” He had this prefer-
ence because the term “wildland fire” is the one used by the
land managers whose job it is to manage public land resources,
including the fires on it. Although the term “wildfire” is the
more commonly known term and the one adopted by the spon-
sors of this TRB research, it is distinct from the land manage-
ment program terminology deliberately adopted by TxDOT
personnel. TxDOT’s role in this area is still developing (Nash
2012), yet TxDOT is disciplined in defining the limited scope
of its responsibilities, by adopting, for example, the terminol-
ogy of sister agencies with direct responsibility for managing
the fires, such as the Texas Forest Service.

Lessons Learned and Related Practices

The following summarizes key practices identified in this
case example by mission-related and crosscutting functions.

Practices by General State DOT Function
Practices by mission-related functions
Operations:

* Ensuring the state DOT role is defined as a supporting
role to the primary agencies that respond to wildfires,
using ICS principles and relying on express instruc-
tions on actions to take

+ Reaching out to FHWA to seek early buy-in on project for
which state DOT would like see federal reimbursement

+ Participating in daily operational calls during a wild-
fire event

» Supporting the statewide emergency response to wild-
fires by
— Supplying fuel and water
— Supplying traffic control
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— Supplying sign trailers and other signage, website
information, and other information for the public

— Creating firebreaks in part by supplying heavy
equipment, such as graders and bulldozers, and
employees to use them

— Permitting counties’ access to state rights-of-way
for posting burn ban signs

— Issuing emergency utility permits.

* Leveraging fuel vehicles used for hurricane evacua-
tion and re-entry to support local volunteer fire depart-
ments in fighting catastrophic fires

* Weighing the administrative and opportunity costs of
seeking federal reimbursement for support to counties
and other state agencies, with the benefit received

* Challenging FHWA on issues of first impression,
including attempting reimbursement from FHWA for
damage from wildfire for scenarios that have not been
requested before but may become routine under
increased wildfires—for example, payment for removal
of scorched trees that may fall onto roadways.

Maintenance:

+ Keeping fire control-support resources “pre-loaded”
and ready to deploy throughout the state

* Ensuring primary message to employees involved in
supporting wildfire-control is that the state DOT are not
firemen

* In fire situations, having only state DOT employees use
state DOT equipment

* Ensuring employee preparedness and safety through
the acquisition and pre-positioning of two response
trailers with protective gear where local crews can
receive briefings on wildfire characteristics and shelter
deployment training

+ Discussing drought issues in maintenance workshops

* Patrolling for road cracks and other pavement degrada-
tion from drought.

Design:

+ Determining the possible causes of road degradation under
drought in order to assess the most appropriate response,
through materials design or landscape approaches.

Construction:

+ Enlisting in-house and external resources to collect and
record existing effective practices, as well as emerging
stressors, such as increased highway degradation from
energy development.

Planning

* Participating in the state’s Texas Drought Preparedness
Council
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* Ensuring employees have both FEMA training and a
clear understanding of the state DOT’s supporting role
in wildfire control.

Practices by Crosscutting Functions
Communications:

+ Using the state’s general Highway Condition Reporting
System to present information on wildfires

* Working with the state EOC to determine proper mes-
saging for state DOT dynamic messaging signs in
wildfire areas

* Supporting knowledge transfer by providing technical
comments to state legislature draft documents.

Interagency Coordination:

+ Working with FHW A early on in estimating costs of repairs
from wildfires to expedite approvals for reimbursement

+ Using collaboration tools such as Daily Activity
Reports and SharePoint to collect data on events.

Data and Knowledge Management:

* Researching structural and operational issues arising
under drought response

* When implementing a new or expanded role that sup-
ports the primary mission of a sister agency, such as
wildfire control, remaining very disciplined as to the
state DOT’s exact role and own mission—for example,
by adopting the terminology of the lead agency

+ With the increased need to use the EMAC system, con-
sidering lessons learned from prior use of resources
from out of state.

CASE 8 : WISCONSIN—PROLONGED HEAT EVENT (2012)
Introduction

The Wisconsin Department of Transportation (WisDOT)
plans, builds, and maintains 11,750 miles of state highway,
which carries 60% of the state’s traffic (Bessert n.d.) There
are also 103,000 miles of county highways and town and
municipal streets in Wisconsin (Bessert n.d.). WisDOT also
engages in planning for rail, public transit, waterborne
freight, and air transport (Bessert n.d.).

July 2012 was the hottest month on record for the contigu-
ous United States (Samenow 2012; 2012 Wisconsin Yearly
Weather Summary n.d.). In that month, Wisconsin had 12
deaths attributable to the heat (2012 Wisconsin Yearly Weather
Summary n.d.), given the record-setting heat in the early part
of the month followed by sustained high temperatures. In Wis-
consin, a quick rise in temperature from late June into July

created the conditions for road buckling. The heat buckling or
“blow-ups” appeared randomly (“Relief in Sight for Heat, and
Why Roads Buckle” 2012); according to the WisDOT inter-
viewee, they were over a foot high in several instances, caus-
ing traffic incidents that sent people to the hospital (“Relief in
Sight for Heat, and Why Roads Buckle” 2012).

WisDOT responded by preparing maintenance crews and
conducting risk communication. When the season was over,
WisDOT initiated research to analyze trends, determine
costs, and consider the proper data to collect for its mainte-
nance tracking system for future heat events.

This case example describes how WisDOT managed this
extreme weather event’s impacts and developed a structured
response to future events of this kind.

Event Summary

In 2012, temperatures quickly spiked well into the 90s from
July 2 through July 6, with some places hitting 100°F
between July 4 and July 6. Heat buckling—induced incidents
and lane closures arose quickly as a result. For example, on
July 1, an SUV hit a blow-up on State High- way 29,
launched off the pavement, landed on the roadway,crossed
the median, managed to avoid opposing traffic,and stopped
in a grassy area (“Relief in Sight for Heat,and Why Roads
Buckle” 2012). According to a WisDOT interviewee, other
instances of blow-ups averaged 30 to 40a day (see Figure
20).

When the spike in temperature first occurred, WisDOT
engineers closely tracked temperatures because they knew
from experience that just a few days at 90°F would create
risk conditions for Wisconsin’s concrete roadways. When
high humidity was factored in, the heat indices ranged from
100°F to 115°F in the afternoon, so WisDOT and crews had
a sense of how long blow-up activity might continue.

WisDOT also was aware that blow-ups would occur after
midday and worked with the assumption that maintenance
crews had a fixed window of time to fix blow-ups before
the evening peak hour. Based on temperature increases and
this insight, WisDOT maintenance coordinators ensured
county service providers were prepared by organizing crews
and repair teams. Each crew had a set of equipment, and to
ensure proper staffing decisions, WisDOT communicated to
crews that blow-ups would occur in the afternoon when the
pavement was hottest.

According to the interviewee, WisDOT staff and county
crews primarily learned about actual heat-buckling events
through reports. Although there was an occasional patrol for
heat buckling, WisDOT relied on 911 or the other reports
made by the public or law enforcement to the WisDOT State
Traffic Operations Center to learn of instances of
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heat buckling. WisDOT mapped the blow-ups on a Google
Map, inputting a “pin” for each blow-up site. The State Traf-
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The WisDOT response was conducted under its “Adverse
Conditions Communications Plan.” A WisDOT interviewee
stated that WisDOT had developed this plan largely for flood
and winter storm events; however, by using its pro- cesses,
the heat-buckling event could be treated as a major weather
event. Although not Emergency Management, the plan’s
approach enabled clear lines of communication with state
law enforcement on the ground, including, for example,
timely deployment of Portable Changeable Message Sys-
tems. The WisDOT Adverse Conditions Communications
Plan and Emergency Transportation Operations Plan are in
web-only Appendix H.

When a blow-up was reported, WisDOT would contact a
county maintenance crew. The crew would rush to the loca-
tion, assess the problem, coordinate with law enforcement,
and typically put in a temporary fix to get traffic moving
again. Specifically, crews either cut or jackhammered away
the affected materials and put in a temporary asphalt patch
(“Relief in Sight for Heat, and Why Roads Buckle” 2012).
Depending on the bump-up, a repair can take from 30
minutes to 3 hours. Traffic-control tools—such as arrow-
boards, drums, and crash cushions—divert vehicles from
the patched site. Crews used cold patch materials to do the
temporary fill. As noted, these activities were done in coor-
dination with law enforcement, which often arrived first in
response to a 911 call or a report from the public. The Wis-
DOT interviewee reported that, early in the event, WisDOT
would ask a county maintenance service partner to create a
separate “job number” and document the exact location of
the blow-up.

WisDOT also conducted public communication efforts
and outreach during the 2012 blow-ups. WisDOT uses a 511
system and directed the public to it; there, they could receive
online updates of road conditions, incident alerts, and cau-
tionary messages. WisDOT also uses Twitter to relay cau-
tionary messages and incident alerts, but not traffic updates.

The July 1 blow-up on Highway 29, mentioned earlier in
this case example, was caught on video, and had gone viral
on the Internet by the July 4 holiday. WisDOT responded to
this incident and the broader problem with more press inter-
views, including one with CNN, which also aired the video
(Sperry 2012). WisDOT also issued the following warning
on July 5 (WisDOT 2012):

With most of the state under an excessive heat warning
until Friday night, the risk of pavement buckling willbe
high today and tomorrow, according to Wisconsin
Department of Transportation officials.

During hot weather, pavement tends to expand. Where
there are expansion joints, the slabs of pavement push
against each other and if the pressure becomes high
enough, the pavement may buckle.

On July fourth, approximately 17 pavement buckleson
major highways were reported to WisDOT. County

maintenance crews were able to repair the highway
buckling, on average, in about two to three hours.

“We are continuing to monitor the major highways and are
coordinating with county highway maintenance crews in
case of more buckling today and tomorrow,”says Rory
Rhinesmith of WisDOT. “However, pavement bucklings
typically are quite random and motorists needto be
prepared.”

WisDOT officials recommend the following safety tips
for motorists in case of pavement buckling:

+ Report pavement buckling by calling 911.

+ Before your trip, check highway traffic conditions via
the 511 Wisconsin Travel Info system by dialing 511 or
visiting www.511wi.gov on the web.

* To protect highway crews as they repair buckled
pavement, shift lanes or slow down as required by the
state’s Move Over law.

* And as always slow down, pay attention, buckle up,
and be prepared to move over.

In addition to the information in the earlier warning, Wis-
DOT representatives took media interviews and asked driv-
ers to “stay alert and be on the lookout” for blow-ups.

Over a two-month span in 2012, WisDOT recorded 30
days in which pavement heat topped 115°F. For 2012, accord-
ing to an interviewee, the estimated total cost of repairs
was $800,000 to $1,000,000, counting temporary fixes and
return trips to the site specifically for permanent repair of the
blow-up. That figure does not reflect the cost of perma- nent
repairs, which were later conducted during routine road
maintenance and without the specific purpose of patching
the blow-up site. As a result of the 2012 heat event, WisDOT
is actively pursuing methods for anticipating heat buckling
and improving highway design to mitigate it.

State DOT Activities
Operations and Maintenance

WisDOT’s State Traffic Operations Center set up a map to
record blow-ups and chose Google Maps because it was avail-
able online, which helped in updating the WisDOT leadership.
The Google Map was shared internally within WisDOT and
the state Emergency Operations Center. WisDOT used the 511
website for external communications and included the loca-
tions of pavement buckling that was relevant to the traveling
public. The State Traffic Operations Center was responsible for
keeping both the Google Map and the 511 website up to date.

A temporary fix to the blow-up site might be replaced
with a permanent fix fairly soon after the event, or it may
remain in place for months. In the case of the July 2012 heat
wave, some fixes were left in place until pre-winter main-
tenance activities came through the area, providing oppor-
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tunity for a more permanent fix. WisDOT is aware that it
is not capturing the full cost of the blow-ups by folding the
permanent repair into routine maintenance, but it believes
efficiency is better served by making fewer trips to the rel-
evant segment of roadway (see Figure 21).

FIGURE 21 Vehicle goes airborne after hitting a heat-buckling
site on State Highway 29 Chippewa Falls, Wisconsin, in 2012
(Courtesy: Theresa L. Reich).

Asnoted, early in the July 2012 heat event, WisDOT asked
county crews to create a separate job number for a blow-
up and identify and document its exact location. Despite
this level of reporting, WisDOT did not apply for FHWA
funding for costs associated with this event because Wis-
DOT determined that the roadwork from the extreme heat
event did not meet the threshold for FHWA reimbursement.
Also, WisDOT did not look to FEMA for funding because
its funding is not available for state roadway damages of this
kind, though it will pay for roadway debris removal and
emergency protective measures.

Design and Construction

The WisDOT Chief Materials Engineer manages a state labo-
ratory that reviews pavement and geotechnical issues, and also
provides quality assurance in those areas. As such, he often
is “the tip of the spear” on design issues. In response to the
July 2012 heat-buckling event, the chief materials engineer is
reviewing design criteria used in construction practices, and
an initial focus is urban area roadway joints. To support this
review, WisDOT created a database of heat-buckling locations
in the state for 2012. Data were derived from the Google Maps
developed at the time of the event, and the number of heat-
buckling sites totaled 300. Unlike places where asphalt is used
for pavement, such as the southwest United States, Wiscon-
sin’s concrete roadways are stiffer and its joints more stressed
from winter, increasing the risk of blow-ups under high heat
conditions. Age of the concrete is another factor in whether
it will heave. Data being collected in the WisDOT database

include age and depth of the pavement, including the type and
orientation of the joints. Joint factors describe whether spacing
is consistent or random, skewed or non-skewed. This informa-
tion will support analysis of what is occurring and where so
that WisDOT’s construction office can understand how exist-
ing agency assets and materials may be performing.

Planning and Related Activities

Wisconsin is one of 16 states that pooled money to purchase
and share a Maintenance Decision Support System (MDSS).
Until recently, WisDOT’s use of this tool had been geared to
winter weather events. The 2012 event demanded more and
more information from WisDOT staff, and WisDOT now
intends to add heat-buckling forecasts into MDSS.

Heat buckling occurs when pavement expands at a crack
or weakened joint. When the expansion has no place to go,
it goes up and over the pavement surface. Much of the road-
ways in Wisconsin are concrete, which does not expand eas-
ily, and the region’s repeated freeze—thaw cycles deteriorate
joints. Asphalt pavement can be more elastic, but where it
lies over or adjacent to concrete, asphalt will heave as well.
When a heat event comes on quickly, as it did in July 2012,
WisDOT staff knew that there would be a “much higher fre-
quency” of buckling. When Fahrenheit temperatures are in
the upper 90s, the pavement’s heat can be 115°F, a point at
which buckling can occur. In July 2012, there were readings
of 135°F on the pavement. To better structure an enterprise
response to these types of event, WisDOT is looking into
configuring MDSS to provide e-mail and phone alerts for
when pavement will be hot enough to trigger buckling in
certain locations (see Figure 22).

Communications

WisDOT’s “Adverse Conditions Communications Plan”
scaled the state’s response to the 2012 heat-buckling inci-
dents to the relevant sector involved: transportation. Its
reporting structure enabled quick action but did not require
the resources of emergency management. WisDOT reports
that an emergency management approach may have been
used under this heat event if there had been widespread heat
illness and other public health conditions not controllable by
behavior change.

Interagency Coordination

As noted earlier, the 2012 heat-buckling incidents in Wis-
consin were managed as a traffic issue. WisDOT relies on
strong ongoing relationships with county maintenance and
law enforcement to manage the problem. Coordination with
local law enforcement facilitated access to sites for tempo-
rary fixes by county crews. WisDOT contracts all of its high-
way maintenance to each county. The WisDOT interviewee
states that the relationship is seamless and has been so “for
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FIGURE 22 Screenshét of a pilot presentation of WisDOT’s Maintenance Decision Support System (MDSS) reconfiguration,
which will provide alerts about roadways experiencing temperatures that can induce heat buckling, May 2013 (WisDOT).

100 years.” In short, if WisDOT says there is a blow-up, then
county crews don’t hesitate to go out and fix it.

Data and Knowledge Management

In 2012, WisDOT had awareness of the potential for heat-
buckling impacts, based on events in prior summers. Past
experiences include another video, from 2008, of a Madison,
Wisconsin, off ramp blow-up that was shown nationally on
The Weather Channel. In May 2010, buckling as high as 14
inches was reported after a quick rise in temperatures. In an
interview from that time, David Veith, WisDOT Director,
WisDOT Bureau of Highway Maintenance, Freight Opera-
tions Section, emphasized the need for drivers to pay attention
to road conditions in order to avoid incidents such as rear-
end crashes (Flynt 2010). He warned that unreported blow-
ups will not have a road sign nearby to warn drivers because
road crews cannot anticipate the precise location of buckling
(Flynt 2010). In July 2012, drawing on this previously expe-
rienced risk of traffic backups, rear-ending, and the related
safety issues, WisDOT communicated to maintenance crews

the type of temperature conditions that precipitate blow-ups.
This reflects organizational Knowledge Management in that
prior insights were not lost but put to effective use in 2012.

As noted previously, WisDOT collected data on the sites
affected. WisDOT aggregated that and other information into
a database to support decision making. As of spring 2013, Wis-
DOT was using the MDSS system on a pilot basis to notify
maintenance crews when pavement temperatures are predicted
to be in excess of 115°F. At that time, the process was still
being fine-tuned, with WisDOT looking to refine the tempera-
ture thresholds and triggers for pavement buckling. Because it
has built a database of heat-buckling site attributes, WisDOT
is also able to analyze the issue, especially in urban areas, and
consider changes to construction methods for concrete pave-
ments, which may help to reduce pavement buckling.

Lessons Learned and Related Practices

The following summarizes key practices identified in this
case example by mission-related and crosscutting functions.
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Practices by General State DOT Function
Practices by mission-related functions
Operations:

+ Activating the state DOT’s Adverse Conditions

Planning:

Configuring the state DOT’s MDSS, which is geared
toward certain weather events (winter storms) to help
forecast newly emerging extreme weather impact (heat
buckling).

Communications Plan, developed for snow and ice events,  Planning by crosscutting functions

to address heat-buckling risk during prolonged heat events

* Monitoring for impacts of an unusual weather event,
leveraging prior experience

* Identifying and marking the location of each impacted
site using GoogleMaps and maintaining the map as an
internal resource

* Ensuring county maintenance crews are ready

 Providing hourly updates to management

+ Asking the county partner to create a job code and to
document the exact location of an event

* Using detailed knowledge of federal programs to
determine whether to pursue for FHWA or FEMA
reimbursement.

Maintenance:

* Identifying and communicating the best time frame
within a day for acting on heat buckling

» Using temporary patch to quickly address heat-buckling
incident to keep traffic moving and returning for spe-
cific patching or during routine maintenance

* Providing crews with set of equipment needed, includ-
ing traffic control (drums, arrowboards, crash cush-
ions) and cold patch kits.

Design:

+ The Construction Division’s materials engineer is con-
sidering design changes, owing to projections of con-
tinued and increased heat events, starting with urban
pavement.

Construction:

» Using the Construction Division’s research arm to

understand how agency assets and materials are per-
forming under certain kinds of extreme weather event.

FDA, Inc.

Communications:

* Use of 511 system to provide online updates of road

conditions, derived from Google Maps

Use of Twitter for cautionary messages and incident alerts
Use of press release and interviews to convey the fol-
lowing: risk of a road safety issue (heat buckling) is
high, for a defined period; the technical reasons for the
problem; the number of incidents and how long it takes
crews to fix them; coordination with counties; the ran-
domness of the incidents; the need for the public to be
prepared; and safety tips.

Interagency Coordination:
* Reliance on county crews to transition from traffic

control by law enforcement personnel to traffic control
by arrowboards, drums, and other equipment
Contracting with each county for roadway mainte-
nance and maintaining strong relationship such that
the state DOT is always confident the county will not
hesitate to answer a request from the state DOT to pro-
vide maintenance at a site.

Data and Knowledge Management:

* Reuse of data from Google Maps to populate a data-

base for analyzing trends in heat-buckling sites

» Use of state DOT in-house staff resources to collect and

analyze data on extreme weather event impacts in order
to support configuration of an MDSS and future
decision making.
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CHAPTER THREE

SYNTHESIS OF CASE EXAMPLE ELEMENTS

INTRODUCTION

The case examples in chapter two organize each state DOT’s
responses to extreme weather impacts based on operations,
assets, and mission-support activities. Spe- cifically, these
groupings cover key functional areas (Operations,
Maintenance, Design, Construction, and Planning and
Related Activities) and certain crosscut- ting functions
(Communications, Interagency Coordina- tion, and Data and
Knowledge Management). Lessons learned and related
practices for each function are pre-sented in the last section
of each individual case examplein chapter two.

To begin the synthesis across case examples, this chapter
collects the lessons learned and related practices from all the
cases and groups them by the functions used to organize the
case examples in chapter two. Next, this chapter describes
the recurring or other noteworthy features within each group
and presents additional themes identified during the synthe-
sis process.

CASE EXAMPLE LESSONS LEARNED AND RELATED
PRACTICES

Introduction

The following are the lessons learned and related prac-tices
noted in the cases presented in chapter two. They are
grouped here by the same functional categories used in each
case: Operations, Maintenance, Design, Construction, Plan-
ning and Related Activities, Communications, Interagency
Coordination, and Data and Knowledge Management.

It is useful to note that the contexts in which certain prac-
tices were employed may have differed among the cases. For
example, the eight extreme weather events reviewed were
different in kind and had disparate impacts, while state DOT
responses sometimes occurred under emergency manage-
ment protocols and sometimes they did not. For this reason,
the relevant case example is named for further reference by
the reader. The practices listed here can be a starting point
for more detailed discussion and judgments by state DOT
subject matter experts and decision makers.

Lessons Learned and Related Practices State
Practices by mission-related functions
Operations:
Initial preparedness efforts included: New Jersey
+ Contact with the state Emergency Operations Center
* E-mail dialogue
* Review of preparedness checklists by state DOT staff
* Checks by maintenance crews for needed tree cutting and weed removal to minimize debris and cleaning of sewer

pipes to optimize drainage
* Checks of communications systems, flashlights, and other backup equipment, and checks of bulk fuel tanks and

vehicles, topping them off as appropriate
* Development of evacuation plans, including consideration of contraflow plan in consultation with the state police.
When alerts went higher, mapping out of activation times leading up to the “H-Hour,” which is when hurricane winds New Jersey
would be 39 mph or greater, and referring to these activations times to drive later decision making, such as the go/
no-go on whether to institute contraflow for the shore evacuation
Operations ICS adopting a 24/7 battle rhythm with set calls in the morning and evening New Jersey
Usage of Safety Service Patrol, which added supplies of fuel, protective gear, and towing line, plus plows in some New Jersey
cases to move debris
After the event, state DOT maintaining a physical presence at the most affected areas New Jersey
Division of the area where recovery would take place by the site of physical impacts, rather than by agency boundar- New Jersey
ies, to make boundaries clear and temporary
Seeking and facilitating high-level approval to clear side streets because their equipment was already there and it New Jersey

would speed the return of residents
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Lessons Learned and Related Practices State
Practices by mission-related functions
Operations:
Prior development of “storm kits” and requirement that crews bring them along on assessments, including the informa- New Jersey
tion needed to substantiate federal reimbursement claims, such as photos and the exact location of damage sites
Creating a job code when state Emergency Operations Center increased alert from Level 1 to 2 to get an early start on New Jersey
substantiating federal reimbursement
Creating the job code before damage was incurred and benefitting from retroactive Presidential disaster declaration, New Jersey
capturing prior activity under that code
Setting a well-understood, target time frame (Christmas time) for state DOT departure from recovery area New Jersey
After the state EM was stood up, putting in place an internal flood management team and using group phone calls for Iowa
cohesion
Utilization of webinar uplink on group calls, for maps, etc. Iowa
Having a multiagency team and having FHWA and neighboring states join it Towa
Ensuring enterprise-wide understanding of ICS “from management to the garage level” Iowa
Investment in ICS training ahead of time Towa
Development of a disaster response plan Iowa
Training for staff to be project officers on federal program Towa
Debris-removal contracts in place before flood waters had receded Iowa
Mobilization of all staff through an Operations Support Center, including purchasing, contracts, environmental, Iowa
design, materials, GIS staff, and bridges and structures staff
Utilizing IT staff, especially with respect to internet communications and GIS Towa
Development of global detours for interstate travelers Towa
Identifying staffing issues, such as: Towa
» Using the staffing practices from the event as the starting point for a template for future events
» Involvement of all state DOT offices affected by the event or with expertise that could aid in managing the event

from the outset
» For events of long duration:

— Seeking the assistance of vendors, contractors, or other outside resources, as needed, to ensure the timely

completion of response-related activities

— Designating a small group to focus on recovery as response efforts continue
+ Involving state agencies with responsibility for permitting or other related issues earlier in the event
» Adapting the current process for managing vendor contacts so it can be more flexible and take less time
» Making arrangements to engage consultants, if needed, to assist with damage assessments and other recovery work

while state DOT staff is still engaged in the flood response
* On a case-by-case basis, weighing the benefits of the consistency achieved through uniform use of consultants Iowa

against the benefits gained through the application of local knowledge, when internal staff members are charged

with a task
Identifying decision-making issues, such as: Towa

 Involving the right people

— Erring on the side of inclusion when developing the list of participants in the event response; consider involving
support services that handle equipment, signs, purchasing, and traffic and safety, as well as research and
technology

— Ensuring the early and effective engagement of the state DOT management, state emergency operations staff, and
regional partners; use the circumstances of each event to guide the extent of ongoing management participation

— Identifying critical connections and clearances with resource agencies (FHWA, the state natural resource agency,
and the U.S. Army Corps of Engineers) early on, considering the impacts to and involvement of local agencies

— Encouraging the active engagement of district staff in making decisions and identifying innovative solutions
* Structuring the decision-making process

— Providing clear direction on the goals for response and preliminary recovery, clarifying responsibilities for
carrying out these related efforts

— Expediting decision making with a small-group structure for project-level decisions and confidential matters
— Ensuring that staff is trained and coordinating an agency-wide implementation of a formal ICS approach

— When possible, using established vendors or resources already under contract to control spending and avoid
duplication of effort.
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Lessons Learned and Related Practices State
Practices by mission-related functions
Operations:
* Managing the transition from response to recovery (while the response is ongoing) Iowa
— Establishing a separate working group that begins work on recovery early in the event while others manage the
flood response
— Requesting advice from contractors’ associations about how the agency can work more effectively with
contractors in initiating a prompt and effective recovery effort
— Avoiding seeking the “perfect” solution when preparing designs for emergency repairs.
— Applying innovative contracting practices such as lump-sum, limited-design contracts and no-excuse bonuses to
expedite reconstruction projects
— Employing a debriefing process at the onset of the recovery efforts to document successes and challenges as the
projects move forward.
Identifying mitigation measures, such as the following: Iowa
» Selecting a mitigation measure that fits the circumstances of the site
» Keeping abreast of new mitigation technologies; entering new products in the state DOT purchasing system as they
are identified to expedite their use during an emergency
» Considering certain practices when using large flood-barrier systems and others for smaller sites
» Being prepared to address unintended consequences of mitigation measures
» Recording areas that were affected so they can be considered for projects to prevent future problems
Developing an in-house, electronic process for federal reimbursement when a commercial product could not be found Iowa
Including FHWA in state DOT headquarters team so it could keep U.S.DOT dated Tennessee
Assessing risks to department assets and communicating that employee safety was paramount Tennessee
Maintaining regularly scheduled conference calls Tennessee
Drawing on prior experience to “think upstream” (up from the affected area) in conducting road closures Tennessee
Leveraging the small travel budget in each region to bring in resources from less-affected regions to support timely Tennessee
assessments critical to federal reimbursement
Placing a design professional on assessment teams Tennessee
Supplying brief ICS training during the event Tennessee
Refining Continuity of Operations plan to outline how critical duties will be performed during these types of events Tennessee
Giving consideration to creating an operations center within the headquarters building to facilitate rapid decisions, Tennessee
especially in off-hours
Designating assessment teams before these events, in each region and at headquarters Tennessee
Conducting training—for example, ICS training—and equipping staff and facilities for future extreme weather events Tennessee
Setting times to activate emergency operations and developing a staffing plan for 24/7 operations Washington
Engaging air assets to provide helpful information on the scope of the flood Washington
Utilizing real-time geospatial information at the site of the flooding to create a visual scope of impacts Washington
Taking road closure reports from the field for recording in WebEOC Washington
Detour planning to address needs of local traffic, with guidance on allowing exceptions that serve local communities, Washington
such as:
» Loads related to disaster relief in affected communities
» Supplies for hospitals, medical centers, and pharmacies
* Perishable loads that would not survive the longer detour
» Food and other goods destined for grocery stores, schools, and institutions
+ Supplies of fuel
» Local deliveries to certain counties
+ Shipments to ports but only for items previously noted
Addressing freight as a distinct issue in a detour, including developing procedures for implementing access for certain Washington
freight haulers through a permit system; using tools such as pre-signage, cameras, and messaging boards; enforcing
restrictions in collaboration with local law enforcement or the National Guard; and communicating relevant informa-
tion through “freight alert” e-mails to people who have signed up to receive such alerts
Developing a Commercial Vehicle Path System so that a statewide process is in place for diverting commercial traffic Washington
under future extreme weather events or for other purposes
Standing up of an ICS, with the appropriate scope of organization of the event—for example, Unified Command and Vermont

regional or local Incident Coordination Centers
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Lessons Learned and Related Practices State
Practices by mission-related functions

Operations:

Identifying and utilizing a short, set list of objectives for the recovery effort Vermont
Having awareness of employee attitudes and their basic necessities Vermont
Improving alignment of FHWA information in its DDIR with the FEMA PA PW format Vermont
Pursuing rulings on issues of first impression with the federal government (e.g., FHWA and National Guard costs) Vermont
Training and provision of designated technical assistance to localities attempting to seek federal reimbursement Vermont
Providing technical assistance to policy makers exploring changes to state cost sharing where localities that cannot Vermont
afford to repair damage to transportation system, changes to federal program cost sharing where state cannot afford

repairs to transportation system, or other approaches

Ensuring demobilization of ICS is defined, described (including the social after effects of event), and implemented, Vermont
using methods such as the following: having the Incident Command Center Logistics leader discuss what personnel

will feel after returning; holding brownbags; offering counseling; issuing a coin as a memento; and sending thank-you

notes to personnel and their families

Preparing for and using the federal reimbursement process to support projects that build resiliency Vermont
Preparing for and using ICS, including pre-assigning roles; knowing the experience of staff when assigning roles; pro- Vermont
viding ICS training; familiarizing staff with mobile IT and other equipment used in the field; preparing/updating Stan-

dard Operating Procedures for use of ICS; considering event-related criteria when standing up an ICS, UC, and IC;

and updating the Continuing Operations Plan

Developing training for effective use of ICS through basic training at all levels, with more for assigned staff; annual Vermont
training; providing checklist and pocket manuals with key information for ICS section leads on each role; practicing

the use of ICS under small events; developing a plan for use of technology in emergency response; clarifying the role

of the state DOT in ICS training; and providing training in the technical details of likely events (e.g., riverine flooding)

Addressing contracts administration under ICS by having contractors register; having an electronic invoicing and con- Vermont
tracts processing system; developing administrative packets on invoicing, federal forms, emergency management lev-

els, and state and federal compliance issues for state and for contractor staff; developing an emergency waiver process;

and standardizing the process for paying contractors under an ICS

Enhancing the use of technology when using ICS, including having a master list of cell and smart-phone contacts; Vermont
expanding training in the state’s maintenance tracking system; exploring use of cloud technology to enable robust use

of mobile applications, continuing use of Google Maps; storing information needed in an emergency situation in one

place; and enabling a single internal location for sharing data during an event

Improving workflow under ICS, including developing a process to track equipment lent to contractors; developing a Vermont
process for tracking materials supplied by contractors; and improving internal data collection for federal reimburse-

ment by defining roles and supplying training, including training the trainers

Prepare for operations role under ICS, including developing an “Emergency Design Manual” for use when reestablish- Vermont
ing structural elements in an emergency; clarifying the level of civil engineer testing and documentation expected

under response; and improving the collection and use of geospatial data immediately after the event

Improving communications under ICS, including developing/updating internal processes for communications in ICS; Vermont
developing/updating with stakeholders’ external processes for communications in ICS; ensuring proper equipment

will be on hand, including portable cell towers, inspecting radios, and cell phones; assessing emergency management

software ahead of time; and developing alternatives for when power or cell reception is down

Being familiar with weather forecasting and relying on NOAA for specific reports, such as ice conditions Alaska
Relying of maintenance crews on the Road Weather Information System, with real-time information on weather data Alaska
so crews can get to the field at the right time

Considering use of an MDSS that combines weather data from multiple sources Alaska
Enacting a “no boundaries” maintenance coordination policy that requires districts to seek assistance as needed and Alaska
provides a framework for coordination with other districts, regional and statewide

Assigning codes to a weather event in order to advance decision making, with no concern about developing codes that Alaska
“go nowhere” if the weather event does not become significant

Developing detailed presentations on disaster response, including one setting out the requirements for federal and state Alaska
reimbursement for damage and expenditures, including FHWA and FEMA thresholds as well as information on the

“betterment” option to avoid rebuilding to the way state infrastructure was before, rather than improving it

Ensuring the state DOT role is defined as a supporting role to the primary agencies that respond to wildfires, using ICS Texas
principles and relying on express instructions on action to take

Reaching out to FHWA to seek early buy-in on project for which state DOT would like see federal reimbursement Texas
Participating in daily operational calls during a wildfire event Texas
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Lessons Learned and Related Practices State
Practices by mission-related functions

Operations:

Supporting the statewide emergency response to wildfires by: Texas

* Supplying fuel and water

* Supplying traffic control

* Supplying sign trailers and other signage, website information, and other information for the public

* Creating firebreaks in part by supplying heavy equipment, such as graders and bulldozers, and employees to use them

+ Permitting counties’ access to state rights-of-way for posting burn ban signs

+ Issuing emergency utility permits

Leveraging fuel vehicles used for hurricane evacuation and re-entry to support local volunteer fire departments in Texas
fighting catastrophic fires

Weighing the administrative and opportunity costs of seeking federal reimbursement for support to counties and other Texas
state agencies, with the benefit received

Challenging FHWA on issues of first impression, including attempting reimbursement from FHWA for damage from Texas
wildfire for scenarios that have not been requested before but may become routine under increased wildfires—for

example, payment for removal of scorched trees that may fall onto roadway

Activating the state DOT’s Adverse Conditions Communications Plan, developed for snow and ice events, to address Wisconsin
heat-buckling risk during prolonged heat events

Monitoring for impacts of an unusual weather event, leveraging prior experience Wisconsin
Identifying and marking the location of each impacted site using Google Maps and maintaining the map as an internal Wisconsin
resource

Ensuring county maintenance crews are ready Wisconsin
Providing hourly updates to management Wisconsin
Asking the county partner to create a job code and to document the exact location of an event Wisconsin
Using knowledge of federal programs to determine whether to pursue FHWA or FEMA reimbursement Wisconsin
Lessons Learned and Related Practices State
Practices by mission-related functions

Maintenance:

Deciding to have separate sites for debris and sand removed from streets in order to clean and reuse the sand New Jersey
Addressing sinkhole-related issues regarding their proper assessment and the most appropriate traffic control measures New Jersey
at the local level

Conducting preparedness activities before a controlled release of water from dams, including checking for blocked cul- Iowa
verts, defining the disaster responses staging areas, and deploying ITS, such as traffic cameras that could provide a

view of inundated roads

Managing tornadoes occurring during larger storm as (1) an employee safety issue and (2) a right-of-way debris Tennessee
removal issue

Beginning recovery phase during response phase, with the priority to get transportation moving again Washington
Maintaining flexibility in determining what to ask from localities in the way of reimbursement for state DOT services Washington
provided during extreme weather events

Staging equipment, including cones, messages boards, portable traffic lights Vermont
Identifying a central storage location or garage for equipment needed in a major event Vermont
Tracking maintenance needs with a view to statewide events Vermont
Coordinating and running a multiagency “Scan Tour” with relevant state and federal agencies to assess together exist- Vermont
ing repairs and determine how permanent repairs will be made

Developing an equipment inventory, including what and where the resources are Vermont
Under a disaster declaration, providing assistance to municipalities in the form of staff and heavy equipment, such as Alaska
loaders, dump trucks, graders and snow-melters

Considering several factors in deploying crews outside of their immediate geographic area, given the size of the state and Alaska
limited transportation routes, such as the duration of the need and whether it is feasible to get the support there in time

Keeping fire-control support resources “pre-loaded” and ready to deploy throughout the state Texas
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Lessons Learned and Related Practices State
Practices by mission-related functions

Maintenance:

Ensuring primary message to employees that the state DOT involved in supporting wildfire control are not firemen Texas
In fire situations, allowing only state DOT employees to use state DOT equipment Texas
Ensuring employee preparedness and safety through the acquisition and pre-positioning of two response trailers with protective Texas
gear where local crews can receive briefings on wildfire characteristics and shelter deployment training

Discussing drought issues in maintenance workshops Texas
Patrolling for road cracks and other pavement degradation from drought Texas
Identifying and communicating the best time frame within a day for acting on heat buckling Wisconsin
Using temporary patch to quickly address heat-buckling incident and keep traffic moving, and returning for specific patching or Wisconsin
during routine maintenance

Providing crews with set of equipment needed, including traffic control (drums, arrowboards, crash cushions) and cold patch kits Wisconsin
Lessons Learned and Related Practices State
Practices by mission-related functions

Design:

At the location of the major, now iconic, barrier island breach, the decision to rebuild transportation infrastructure back to original New Jersey
design and pre-disaster appearance under a fixed and aggressive time frame

To rebuild 4 miles of a washed-out interstate, starting the design process before water levels had fallen and adopting a design-build TIowa
approach, given the availability of the original plans

Leveraging the FHWA “betterment” option to build a more resilient replacement structure Tennessee
Considering the impacts of increased detours on secondary roads—for example, slope stability—and considering these in design of Washington
roads and detours

Developing new design criteria in order to meet projected risks—for example, bridge height for flooding, use of riprap Vermont
Using existing data sets—for example, route logs—to support design process in emergency response scenario Vermont
Simplifying the design plan process Vermont
Considering the more severe storms and unpredictable weather that is expected and their implications on design—for example, the Alaska
effects of the freeze—thaw cycle

Determining the possible causes of road degradation under drought in order to assess the most appropriate response, through mate- Texas
rials design or landscape approaches

Studying the needs for design changes owing to projections of continued and increased heat events, starting with urban pavement Wisconsin
Lessons Learned and Related Practices State
Practices by mission-related functions

Construction:

Fully repairing key areas using emergency contractors and working with the planning side of the house for on-call design contracts New Jersey
Rebuilding 4 miles of a washed-out interstate, using predetermined contract rates, incentive clauses, and contracted inspection services Iowa
Acceleration of the drafting and letting of contracts for repair work so that repairs could begin as soon as inspections were completed Tennessee
Ensuring all relevant units were working with FHWA as contracts and the formal letter of intent to request Emergency Relief Tennessee
funds were developed

Giving consideration to developing “off-the-shelf” contractual terms for emergency situations Tennessee
Posting of the contracts let under exigent circumstances on website for transparency Tennessee
Enabling shifts in construction schedules to accommodate new priorities Vermont
Adopting an approach to rebuilding that completely closes a road or bridge for safer and faster construction, rather than choosing a Vermont
partial closure (that maintains access during construction)

Articulating the existing technical and policy foundation for projects that support better resiliency (e.g., rewriting hydraulic manual Vermont
to underscore existing practices)

Exploring new construction techniques—for example, prefabrication of structure components, advanced new materials, and new Vermont

contract/management techniques

FDA, Inc.

Table Continuezgnp. 70




Lessons Learned and Related Practices State
Practices by mission-related functions

Construction:

Taking advantage of change management after an extreme weather event to mainstream new construction practices—for exam- ple, Vermont
by developing an Accelerated Bridge Construction program initiative, staggering its implementation, and providing metrics for

success

Supporting the burial of utility lines to avoid downed utility poles on the highway right-of-way Alaska
Enlisting in-house and external resources to collect and record existing effective practices as well as emerging stressors, such as Texas
increased highway degradation from energy development

Using the Construction Division’s research arm to understand how agency assets and materials are performing under certain kinds Wisconsin
of extreme weather events

Lessons Learned and Related Practices State
Practices by mission-related functions

Planning:

Developing $2 billion in resiliency projects and making strategic choices about building back the right infrastructure, as New Jersey
informed by prior climate change planning funded by FHWA

Using lead time before waters rose to develop flood mitigation projects, as identified through use of GIS and LIDAR Iowa
After road closures are made for safety, using planner expertise to determine, then communicate, the impact of road closures Iowa
Developing an Emergency Transportation Operations plan with the Iowa State Patrol Iowa
Using associations, such as 1-95 Coalition, to find ways to improve interstate coordination under an extreme weather event Tennessee
Supplying training in GIS for freight rerouting, using the resources of the I-95 Coalition Tennessee
Linking to and supporting information transfer to climate-change vulnerability assessments and related planning efforts Washington
Preparing for growth in program and responsibilities, given increased awareness of extreme weather Washington
Creating an Emergency Response Plan, including the express identification of the role of nongovernmental resources, such as the Vermont
Regional Planning Committees set up under federal transportation laws

Developing training and related content to educate employees to better address flooding events, including general ICS awareness, Vermont
instruction in river management, and in-depth technical training for engineers

Articulating a holistic, watershed-based approach to siting and building transportation infrastructure Vermont
Staying current on climate projections from the NOAA-funded entity intended to provide decision support for state and local Alaska
entities and providing briefings on state needs under more unpredictable weather

Using snow and climate projections as a basis for seeking increased space for snow dumps, while addressing related environ- Alaska
mental issues

Researching and drafting a document outlining emerging practices in winter highway maintenance, noting that one impetus for the Alaska
document is the more unpredictable weather expected

Participating in state’s Drought Preparedness Council Texas
Ensuring employees have both FEMA training and a clear understanding of the state DOT’s supporting role in wildfire control Texas
Configuring the state DOT’s MDSS, which is geared toward certain weather events (winter storms) to also help forecast newly Wisconsin
emerging extreme weather impact (heat buckling)

Lessons Learned and Related Practices State
Practices, by crosscutting functions

Communications:

Leveraging the clear communication by the Governor’s office New Jersey
Engaging directly with constituencies—for example, the freight haulers, through associations such as lowa Motor Truck Iowa
Association

Using 511 system to communicate road status Iowa
Directing ITS cameras toward vulnerable areas Iowa
Using 24-hour public information call center Iowa
Using dynamic messaging signs Towa
Using public website dedicated to the flood Iowa
Using Highway Advisory Radio Iowa

FDA, Inc.

Table Continued (Yn?p 71




Lessons Learned and Related Practices

State

Practices, by crosscutting functions

Communications:

Identifying notable communications practices, such as:

— Considering the early engagement of DOT divisions or offices that may assist in the flood response, including front-line
support services that handle equipment, signs, purchasing, and traffic and safety, as well as research and technology

— Establishing a core group that expands, as needed, with the staff required to address the issues at hand that day

— Engaging neighboring states immediately if it appears that a regional detour will be required

— Ensuring that all communication with regard to regional or local detours is provided in a timely manner

— Setting a goal and purpose for project team meetings

— Carefully structuring meeting agendas to move from general information sharing to more detailed discussions

— Establishing consensus on the nature and extent of the public message and ensuring delivery of a consistent message
— Designating one individual within the DOT as the party responsible for managing information flow

— Implementing a policy that identifies the agency’s philosophy with regard to detours—regional or localized—and that
describes how information about detours will be disseminated

— Clarifying the DOT’s position on the primacy of the state’s 511 site as the main source for traveler information

— Instituting regular prompting to those contributing information to an event-specific website to ensure that the site’s
information is accurate and current

« Evaluating the need for a call center to respond to public inquiries, taking into consideration the extent and nature of an
event and available resources.

« Siting the call center team in one room with a cubicle designed to enhance privacy.
» Considering the use of a software program that provides statistics on caller volume.

Utilizing “Turn Around Don’t Drown” public service messaging from a multistate initiative

Use of the 511 system, given public familiarity with it
Development of public-facing traffic map for the website to deliver up-to-date information on closures

Utilization of new, enhanced 511 call-in system that permits travelers to name any location in the state and receive information on
lane or road closures

Stationing “‘communicators” at regional emergency operations centers to allow for efficient knowledge transfer and approvals,
through such activities as:

» Responding to media calls for updates

* Facilitating media interviews with key personnel

» Updating traffic web pages

* Posting closure information on web pages

» Updating Highway Advisory Radio messages

* Crafting alert messages for the 511 Traveler Information System

* Monitoring media coverage of the storm

Maintaining a set of metrics for website activity to substantiate site utility and level of interest from the public

Developing a detour and methods for enforcing closure and maintaining flow of through traffic, addressing entry points, including
exits, and notifying the public and key sectors through the following communication tools:

 Direct mail postcards to truckers about the closure

* Portable cameras at the I-5 closure point

* Listserv messages

* Graphic communications for non-English-speaking public

* Having a front-line spokesperson providing information on the larger picture

» Use of Incident Response Team truck signs while cruising up and down the truck holding area
+ Getting photos to tell stories and posting them on Flickr, an online photo-sharing site

Supplementing 511 system with a call-in center dedicated to the event, Google Maps, social media, mobile phone micro-site, and
website with regular updates

Where adopting a web-based tool, such as Google Maps, making timely decisions on investing staff time, encouraging and facili-
tating adoption by others, and planning for its maturity into an ongoing tool

Considering the staffing and protocols needed to ensure a social media site has the desired impact
Tying in transportation information to existing agency communications lines—for example, 1-800 numbers for tourist information
Transporting media to the site and providing agency personnel for interviews

To communicate weather impacts, using the 511 system that shows road conditions, closures, and construction, with camera views
through the Road Weather Information System used by crews, and relaying information by means of the department web page,
telephone, RSS feed, iPhone, Facebook, and Twitter

Routine use of snow-plow hotlines
Use ICS communications protocol under an emergency but with support for interviews by staff
Using the state’s general Highway Condition Reporting System to present information on wildfires

FDA, Inc.

Towa

Towa

Tennessee
Tennessee
Tennessee

Washington

Washington
Washington

Vermont
Vermont

Vermont

Vermont

Vermont
Alaska

Alaska
Alaska
Texas

Table Continued #n p.72




Lessons Learned and Related Practices State

Practices, by crosscutting functions

Communications:

Working with the state EOC to determine proper messaging for state DOT dynamic messaging signs in wildfire areas Texas
Supporting knowledge transfer by providing technical comments to state legislature draft documents Texas
Use of 511 system to provide online updates of road conditions derived from Google Maps Wisconsin
Use of Twitter for cautionary messages and incident alerts Wisconsin
Use of press release and interviews to convey the following: risk of a road safety issue (heat buckling) is high for a defined period; Wisconsin

the technical reasons for the problem; the number of buckling incidents and how long it takes crews to fix them; coordination with
counties; randomness of the incidents; the need for the public to be prepared; and safety tips

Lessons Learned and Related Practices State

Practices, by crosscutting functions

Interagency Coordination:

Coordinating with the state police on common communication devices, P25 digital radios New Jersey
Where state DOT and power companies have conflicting missions and therefore challenges on the ground, reinforcing safety issues New Jersey
and complying with power company rules when power lines cross a roadway during recovery from an extreme weather event

Resolving local traffic control issues by constructing out what appeared to be permanent traffic control changes on a temporary basis New Jersey
Including FHWA on the team from the start Iowa
Coordinating with multiple state and federal agencies, including other states, through daily webinars and briefings by other agen- Iowa
cies, such as NWS and the U.S. Army Corps of Engineers

Clarifying whether the purpose of interagency meetings was for information sharing or decisions Iowa
Interacting on multimodal issues directly with affected parties and supporting their efforts by standing down on nearby projects, Iowa

and facilitating communications with local agency representatives

Understanding the resources (e.g., time and staff) needed to address the complexities of working with another state linked by a Iowa
heavily used toll bridge where such state had experienced less severe impacts and the toll bridge governing body had its own inter-
ests to assert in negotiations.

Embedding staff in FEMA field crews to enable better collaboration on the federal reimbursement process Tennessee
Including FHWA in the ICS Tennessee
After the event and in response to a recommendation in the After Action Report, creating an Emergency Management Steering Tennessee

Committee to ensure a cross-functional approach to the state DOT’s various roles in an emergency, including human resources,
community relations, central services, maintenance, and representation from regional agencies

Providing additional training to staff on the assessment process to support federal reimbursement applications Tennessee
Engaging in direct calls with NWS before the weather event hits Washington
Convening a conference call at regular times, coordinated around other standing meeting with common attendees, such as mainte- Washington

nance calls

Ensuring the National Guard leaders and troops are aware of the chain of command on the ground before use at a detour requiring Washington
their show of authority

Coordinating on the potential mismatch of communication devices on the ground Washington
Embedding FHWA in state DOT activities related to the extreme weather event—for example, in the ICS Vermont
Understanding the management requirements for using the National Guard Vermont
Accelerating securing approvals for weight and time waivers for trucks through internal coordination Vermont
Better integrating air and rail into emergency operations Vermont
Maintaining key role and pace at the table in broader recovery effort by taking responsibility for its early management Vermont
Including an environmental liaison in the ICS Vermont
Developing agreements and memoranda of understanding to define/update roles of agencies under emergency response situations Vermont
Meeting annually to check in on who is who at each agency and confirming contacts for future events Vermont
Defining roles in a state DOT ICS of regional planning committees, which are congressionally required bodies of potential use in Vermont
emergency response

Ensuring early engagement by all relevant agencies Vermont
Using same district boundary for all agencies in emergency response, noting state DOT maintenance districts may not be the most Vermont
effective
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Lessons Learned and Related Practices State
Practices, by crosscutting functions

Interagency Coordination:

Assigning or dedicating a state attorney to federal program reimbursement, and other emergency response issues Vermont
Facilitating the deployment of the National Guard by waiving substantial transportation fees for the long trip necessitated by the Alaska
closure of airport at disaster declaration site

Working with FAA to secure a waiver allowing use of FAA airport equipment off site to clear the state highway leading to the air- Alaska
port and ensure airport access

Supporting state DOT employees assigned to city emergency operations team, with effort paid for through preexisting reimburs- Alaska
able agreement

Working with FHWA early on, in estimating costs of repairs from wildfires to expedite approvals for reimbursement Texas
Using collaboration tool such as Daily Activity Reports and SharePoint to collect data on events Texas
Reliance on county crews to transition from traffic control by law enforcement personnel to traffic control by arrowboards, drums, etc. Wisconsin
Contracting with counties for roadway maintenance and maintaining strong relationships, such that the state DOT is always confi- Wisconsin
dent a county will not hesitate to answer a request from the state DOT to provide maintenance at a site

Lessons Learned and Related Practices State
Practices, by crosscutting functions

Data and Knowledge Management:

To facilitate the flow of interstate freight and other traffic during an extreme weather event, development of an online permitting New Jersey
system to issue emergency permits in advance the event

Engaging in post-event workshops and other activities to share and record knowledge and lessons learned from the event New Jersey
Participating in the Governor’s task force and state-level After Action Report, conducting a state DOT After Action Report, and Iowa
hiring a consultant to run the exercise

Supporting the communication of state DOT-related lessons learned to U.S. Department of Homeland Security Iowa
Providing a forum for the public to tell stories about transportation issues from the event, under a web-based “storify” project Iowa
Investing in LIDAR data sets and using them to determine at-risk sites and to identify places that would be safe and would not Iowa
require investment of precious time for protection

Using aerial images of the event early for situational awareness Iowa
Convening a daily sit-down regarding GIS data alongside the state DOT’s daily flood-management team call Iowa
Maximizing the use of GIS staff available to contribute to damage survey reports Iowa

In absence of pre-assigned staff, leveraging of personnel known to have ICS experience from a previous disaster to lead the opera- Tennessee
tion, educating crews using standard ICS forms, and ensuring there is a dedicated person for each crew in the central office (UC)

Developing an After Action Report that records effective practices, lessons learned, and new approaches going forward Tennessee
Upgrading geospatial data sets to include GoogleEarth, the state’s aerial photography, and LIDAR maps Tennessee
Working with other agencies well ahead of extreme weather events to optimize each other’s data sets and methods used Tennessee
Sharing information through SharePoint, WebEOC, and conference calls to enable a quick response Washington
Developing an After Action Report to assess the agency response, with contributions from all regions, not just from those affected Washington
Using state academic resources to research information on key issues related to impacts from extreme weather events of concern Washington
(e.g., flooding) and synthesizing the body of knowledge

Increasing use of GIS, for example, so that 50% of the state DOT fleet has GIS in its vehicles so they can be located during an Washington
extreme weather event

Distinguishing Emergency Management processes from day-to-day processes in post-event assessment of a state DOT response to Vermont
extreme weather event

Providing a structured forum and process for developing lessons learned from extreme weather events to capture practices and Vermont
ideas for improvement, dedicating resources to hire a contractor

Identifying the data sets (e.g., bridge information, record drawings) that benefit decision making and the ways to enable better col- Vermont
lection or access to the data

Developing succession planning to maintain continuity and a knowledge base Vermont
Understanding the limitations of weather information products and seeking to develop expertise to better assess weather events Vermont
Collecting and reporting on emerging winter maintenance practices in light of more severe and unpredictable winter weather Alaska
Using NOAA post-event reports and providing briefings on state needs under more unpredictable weather to the NOAA-funded Alaska

entity designed to provide decision support for state and local entities
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Lessons Learned and Related Practices State
Practices, by crosscutting functions

Interagency Coordination:

Storing applications for federal reimbursement in paper or scanned form with defined retention schedule of projects searchable by Alaska
event code

Researching structural and operational issues arising under drought response Texas
When implementing a new or expanded role that supports the primary mission of a sister agency, such as wildfire control, remain- Texas
ing very disciplined as to the state DOT’s exact role and own mission—for example, by adopting the terminology of the lead

agency

With the increased need to use the EMAC system, considering lessons learned from prior use of resources from out of state Texas
Reusing data from Google Maps to populate a database for analyzing trends in heat-buckling sites Wisconsin
Using state DOT in-house staff resources to collect and analyze data on extreme weather event impacts in order to support configu- Wisconsin

ration of MDSS and future decision making

DISCUSSION OF COMMON AND RECURRING ISSUES
Mission Area Functions
Operations

State DOTs routinely watch for adverse weather, drawing on
external and in-house sources of information. In orderto
inform their decisions early on, they will use multiple
sources of information on weather and related impacts,
including NWS, contracted weather services, and in-house
expertise, when available. States also use NOAA after-storm
reports, which clarify the type of event that occurred, the
actual conditions experienced, scope of impact, and so forth,
and that can also inform them of the potential outcomes from
subsequent weather events. Some states rely on their MDSS,
which draws from multiple data sources and can be config-
ured to help forecast for certain events. For example, Wis-
consin invested in an MDSS to address winter ice and snow
events, but it is now configuring its MDSS for extreme heat
in order to forecast heat buckling.

Where there is likely to be an extreme weather event, a
state DOT may respond in three main ways: through routine
operations, pursuant to ETO (Emergency Transportation
Operations, which are designed for nonrecurring events), or
pursuant to the state’s disaster or emergency response pro-
cesses. The approach depends on the scale and duration of
the event, among other factors. A commonly cited practice
in the extreme weather case examples was the use of an ICS
for emergency response at the statewide level and to a lesser
degree within state DOTs.

Initial decision making on a weather event includes deter-
mining likely impacts and the preparedness required. Pre-
paredness for flooding, for example, may include clearing
culverts, positioning signage, and staging crews. The actual
checklist will depend on the type of event, but all states inter-
viewed emphasized safety first and ensuring that crews are
“hunkered down” as the event draws near. State DOTs will
reach out early to federal, state, and local agencies for several

reasons, such as to gather more information, fulfill agreed
pre-disaster protocols, or pre-position resources in a coor-
dinated way. In many cases, FHWA was reached by state
DOTs to collaborate well in advance of developing damage
assessments that support federal reimbursement of damages.

Key tools during preparation and response are a desig-
nated physical location, such as an operations center, fixed
times for conference calls, and a shared platform for informa-
tion transfer, such as SharePoint or WebEOC. Also impor-
tant is access to aerial, real-time images, or other geospatial
information that helps determine the scope of the event and
its potential impacts. For flooding, use of LIDAR elevation
data will help determine early on what to protect and where
to focus precious resources.

Explicit policies that encourage or require coordination
across a DOT’s geographic divisions provide focus and struc-
ture for a discussion of district or regional needs and enable the
elevation of resource issues to higher management. Other prac-
tices allow for the sharing of equipment typically used for other
events, such as employing fuel vehicles used in hurricane evac-
uation or re-entry for wildfire efforts. Extreme weather condi-
tions lead some DOT Operations staff to adopt or repurpose
plans developed for the type of severe weather events more rou-
tinely seen in a region. For example, Wisconsin successfully
used its Adverse Conditions Communications Plan for summer
heat buckling despite the fact the plan was largely designed for
and most commonly used for severe winter weather.

Detours are a common issue under extreme weather. Les-
sons learned for when a detour is needed include the following:

 Thinking “upstream” and closing ramps far before the
affected area

 Early outreach to other states to agree on global detours

 Estimation of the road closure impacts on communities

* Securing a thorough understanding of the freight sys-
tem, its operational requirements, as well as ways to
deploy GIS to most effectively manage detours for
commercial vehicles
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* Communication strategy focused specifically on road
closures and affected subsets of stakeholders, includ-
ing real time status updates on such closures

* Preparation for the inevitable exceptions to road clo-
sures, including guidance, criteria, and/or permit
system, as well as strong and coordinated law enforce-
ment, National Guard, or other shows of authority.

During events with short lead times, state DOTs may draft
and let contracts for recovery efforts before the weatherevent
is over or the response is finished. IDOT developed a special
procurement for a major highway repair, accelerated
selection of a contractor, and finished two months ahead of
schedule. NJDOT used on-call contractors for repairs after
Hurricane Sandy and also managed another division’s on-
call design experts on short notice. This approach facilitated
getting “boots on the ground” to conduct recovery.

Events with long lead times, such as a drought, see more time
for preparation and less use of special contracting or the emer-
gency response apparatus. The Texas and Wisconsin examples
demonstrate the reliance on routine maintenance at the local
and regional levels to address pavement distress. Where the
extreme weather situation was unusual for the local climate
and spanned a season, such as with Wisconsin’s heat-buckling
incidents, the state DOT successfully used the statewide traf-
fic control center to address the problem. In Wisconsin, as a
result, state-level managers received hourly updates while
using county resources for the patching. This activity was con-
ducted under a special adverse weather policy derived from an
ETO plan. In contrast, increased pavement distress during the
2011 drought in Texas was managed largely at the district level.

State DOTs will operate its response to an extreme
weather event under the rubric of the state emergency man-
agement function when it is activated by the Governor. This
activity is described more fully here in a section devoted
to the topic. However, emergency management influences
many operational decisions and the following are key les-
sons learned for stepping down the statewide emergency
management process into a DOT organization and standing
up an internal ICS or similar tool within a state DOT:

* Ensure the ICS is at the appropriate scope for the event

* Ensure teams, both regional and headquarter, and
employee roles are pre-assigned, as informed by
knowledge of employee experience, skill sets, and
familiarity with other potential team members

* Ensure teams have broad expertise, including design
professionals, HR, and so forth

+ Conduct training in ICS ahead of time and at the time
of the event

* Include other agencies in the DOT’s internal ICS,
including FHWA

* Train project officers to work with FHWA and state
and local representatives

* Clarify the jurisdictional boundaries of a field ICS,
given the multiple agencies involved and their training
and inclination to stick to their own boundaries

* Ensure explicit de-mobilization that among other
things prepares personnel for the typical short- and
long-term feelings and reactions to extreme weather
deployments.

Maintenance

State DOTs will anticipate the need to brief or instructtheir
maintenance staff on emerging weather issues, suchas
changing winter maintenance requirements in Alaska,
drought issues in Texas, river management in Vermont, and
heat buckling in Wisconsin. When a specific type of event is
actually forecast, state DOTs will utilize their maintenance
crews to clear or otherwise prepare the state highway right-
of-way for the impacts of the extreme weather event. Les-
sons learned from recent storms include designating central
garages or other state structures as staging areas. Another
lesson learned is to develop a statewide equipment inventory
ahead of time so that resources can be readied and possibly
transferred to an affected site. State DOTs also will desig-
nate the stages of its response ahead of time. In the case of
Hurricane Sandy, for example, NJDOT mapped out key acti-
vation times in advance based on weather conditions and the
likely milestones for the storm, including times when crews
needed to get out of harm’s way.

TxDOT’s participation and contributions to wildfire
control during a persistent drought demonstrate the strong
management needed to ensure safety and a focus on agency
mission. TxDOT instructs its employees that “we are not
firemen” and trains them in the scope of its support to fire
management agencies, which includes fuel, water, and sig-
nage transport as well as local use of the right-of-way for
wildfire messaging. After the 30,000 Texas wildfires in2011,
TxDOT invested in two trailers that serve as training sites in
the field and include fire protection equipment in case of an
emergency.

States DOTs have a general policy of not conducting oper-
ations outside of the state right-of-way. TxDOT maintains this
policy even (and especially) under a wildfire situation but will
go outside the right-of-way under an imminent threat to life or
property, and only then to conduct firebreak activities. In Ten-
nessee, TDOT reported that it expected its crews to only react
to problems on the state right-of-way for tornadoes occurring
during a once-in-1,000-years flood event. In contrast, in a
less hazardous situation, while removing debris post-Sandy,
NIDOT quickly elevated a request for approval to clear side
streets that were off the state right-of-way, when accessibility
was important to community recovery.

In the aftermath of some extreme weather events, state
DOTs have begun to pay more attention to maintenance
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and tracking repairs and costs associated with new forms of
weather. When rebuilding is completed, maintenance crews
will watch for follow-on problems, such as sinkholes after
flooding. They will circle back for permanent fixes where
there has been temporary patching and will inspect repairs
over a period of time. In response to an extreme weather
event, Wisconsin sought to address future maintenance
issues by conducting research and developing a tool to help
identify potentially problematic locations during future high
heat events.

Design

Extreme weather events implicate design issues and pro-
cesses in several ways. After Sandy, the immediacy of recov-
ery needs spurred NJDOT Operations to bring in design
experts who were on call with NJDOT’s planning division,
and this cross-divisional coordination facilitated rebuilding.
TDOT included design professionals on assessment teams to
work through recovery issues that would support later fed-
eral reimbursement. One key design decision, for example,
required TDOT to secure FHWA approval to construct a bet-
terment project rather than rebuild.

Setting detours away from likely flood zones implicates
highway design in Washington State because heavier traffic
on unimproved roads may produce severe facility damage,
including slope failures. Also WisDOT’s materials engineer
is investing time and resources into design issues relating
to heat buckling, especially for urban settings where traffic
backups are a priority issue.

In response to severe flooding under Irene, VTrans has
taken a comprehensive approach to the design issues that
surfaced during recovery from Irene. First, the simplified
design approach it adopted for Irene recovery projects is
influencing its routine decision process. Data sets identi- fied
and used during Irene recovery, such as information from
maintenance route logs, may continue to influencethe
design of projects. VTrans is also seeking to ensure that
design criteria for infrastructure meets the projected needs of
transportation infrastructure, such as enabling a bridge to
withstand a flood. More broadly, the state is seeking resil-
iency with respect to the type of weather events projected for
the future.

It is noteworthy that federal policy and programs are
changing, particularly as they relate to some of the design
issues implicated in recovery decisions. An outline of these
changes is beyond the scope of this report; however, it is
useful to bear in mind that these changes may produce dif-
ferent considerations and possibly more favorable outcomes
for state DOTs in the future. Federal policy as it existed in
2011 had influenced key design choices in the IDOT case,
for example. The flooding in the summer of 2011 was pro-
longed, with weeks of standing water. IDOT determined

that in order to complete re-construction of 1-680 by the
end of the 180-day federal timeline (that was required to
secure 100% reimbursement of the project cost) it would
conduct a design-build based on the design plans from the
1960s. It also expedited the recovery work by contracting for
inspection services. Through these efforts, reconstruc- tion
was completed on schedule, so the state received 100%
reimbursement. Recent rule changes can allow for the clock
to start after the flood recedes which will mean more design
time, most likely under fuller information.

Construction

Extreme weather events have led to accelerated work in state
DOT construction offices. As noted elsewhere in this report,
construction offices in the case examples have taken
approaches that are atypical for their states, such as pre-
determined contract rates for inspectors in Iowa. In Tennes-
see, the construction office worked quickly with FHWA staff
to draft, let, and post online 11 contracts over a 2- or 3-day
period, even before the flood waters had receded. Their les-
son learned is to have “off-the-shelf” boilerplate contractual
language on hand for such circumstances in the future. In the
wake of Irene, VTrans is streamlining its construction office
processes, exploring new construction techniques, and
providing incentives for towns to shut down bridgesand
roads completely during construction, for safety and to
accelerate construction. TXDOT uses in-house and outside
expert advice to address design and construction issues aris-
ing from pavement degradation exacerbated by the severe
drought, including seeking understanding on how heavier
truck traffic from energy development compounds pavement
distress problems.

Planning and Related Activities

State DOT planning offices play critical roles in applying
GIS capabilities to response and recovery problems. In Iowa,
the state DOT planning office determined that flood maps
supplied by the U.S. Army Corps of Engineers were not suf-
ficient for their purposes and used LIDAR maps to deter-
mine the areas vulnerable to the flood releases upstream. The
maps also helped resolve which IDOT assets would be under
threat and those which would likely be safe, saving precious
time and resources in triaging actions before the flooding
took place. In Tennessee, TDOT acquired LIDAR in the
aftermath of its once-in-1,000-years flood. It currently
anticipates issues in reconciling its data with those of the
U.S. Army Corps of Engineers, so it is seeking to resolve
that problem in advance of the next event.

State DOT planning staff is enlisted to put together
reports that preserve lessons learned. In Vermont, for
example, VTrans determined that it needed an Emergency
Response plan and that it needed to refine its Continuity of
Operations Plan after Irene; these documents will pull in the
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lessons learned in ICS management from the Irene experi-
ence. Maintaining a presence on multiagency committees
and related workgroups proves helpful to state DOTs because
such engagement maintains communication and relation-
ships in addition to the primary task of addressing risks.
Examples of such participation include TxDOT’s work on
the state’s drought preparedness council and the Emergency
Management Steering Committee convened by TDOT.

In Alaska, the Statewide Maintenance and Operations
Chief stays abreast of the snow, climate change, and other
projections released by the NOAA-funded program in the
state responsible for informing the public on these issues.
The chief cites projected increases in storm severity and
unpredictability as a reason he is looking to expand snow
dump space in Anchorage, Alaska’s largest city.

To better plan for extreme weather events, states are
requiring more training in ICS for transportation staff as well
as more specialized training addressing the particular issues
extreme weather poses for their state. In the case of Vermont,
VTrans is requiring general ICS training, river management
training for decision makers, and highly technical training
in river dynamics for its engineers. TDOT has required its
managers to take a course in GIS for freight rerouting to pre-
pare for detours under flooding and other conditions. TDOT
is also conducting more training on the post-event damage
assessment process to support federal reimbursement.

Two case example states, Washington and New Jersey,
were also pilot states for FHWA climate change vulnerabil-
ity studies, which examined risks to transportation infra-
structure under projected changes. These planning efforts
have informed thinking on where to invest for extreme
weather events. In New Jersey, the state has identified $2
billion in projects to increase resiliency. VTrans reports that
it also is seeking to buttress efforts to fund more resilient
projects, for example, by clarifying its practices in a hydrau-
lic manual rewrite.

Crosscutting Issues
Communications

Every state uses a 511 system of some kind to communicate
to the public information about highway conditions. This
may be supplemented by social media, smart-phone applica-
tions, and other channels of information as a routine service.

Under extreme weather scenarios, states have developed
online, publicly available traffic maps where they did not
already have them. VTrans enlisted its IT and GIS staff to
work with Google to develop an online map which showed
all road closures in real time. This became a resource for
VTrans, its stakeholders, the general public, as well as other
agencies supporting various constituencies, such as tourists.

In many instances state DOTs quickly established call-in
centers during the extreme weather events. It was important
to have enough staff to tend to these centers. The same is true
for managing and updating social media sites. Underan
emergency response situation, WSDOT ensured it had a
“communicator” in each of its regional operations centers,
with the following duties:

* Responding to media calls for updates

* Facilitating media interviews with key WSDOT
personnel

» Updating WSDOT’s traffic web pages

 Posting closure information on web pages

» Updating Highway Advisory Radio messages

+ Crafting alert messages for the 511 Traveler Information
System

* Monitoring media coverage of the storm.

The results of this strategy included the public’s high use
of the web page and the local news media running WSDOT-
supplied road closures as a ticker on the bottom of the televi-
sion screen. Where electronic forms of communication are
not available, the Washington state example is also a model
for strong communication by more traditional means: When
WSDOT needed to close down Interstate 5, it sent postcards to
truckers that might be making the trip on that corridor, handed
fliers out at truck stops, and used a trailer to pull a message
board around truck stops. Both WSDOT and IDOT provided
examples of interacting directly with freight hauler associations
to work through issues associated with an event’s impacts. To
get its message out to a broad audience, VTrans transported the
media to flooded sites and made staff available for interviews.

In the field, state DOTs use dynamic messaging boards,
including ones set on trailers. Under emergency response
procedures in Texas, TxDOT will work through the state
emergency management office on the proper message regard-
ing wildfires for its dynamic message boards. Wisconsin
handled the heat buckling risk in the summer of 2012 under
normal procedures rather than emergency response but used
its Adverse Conditions Communications Plan and developed
a press release focused on risk communication. The press
release and related interviews by WisDOT conveyed the fol-
lowing message to the public: The risk of heat buckling is high
but is for a defined period; there is a technical explanation for
the problem; WisDOT knows the number of buckling inci-
dents; it takes crews a short amount of time to fix them; there
is local participation in the effort through counties; and there
is aneed for the public to be prepared. WisDOT also supplied a
simple list of safety tips. This brief, clear public safety message
was picked up by the media, providing a caution to the public.

Interagency Coordination

In all case examples in this report, the state DOTs’ emergency
response procedures may direct very specific forms of coor-
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dination. State DOTs often brought the FHWA in early and
maintained the agency as a partner throughout, even as states
challenged FHWA rulings regarding federal financial support.

In some cases, state DOTs lead coordination efforts dur-
ing the extreme weather event. Such leadership is seen in
Vermont, which spearheaded response and recovery given
the dramatic impact of Irene on the state infrastructure. In
the case of Iowa, IDOT convened an internal flood team that
served as an internal ICS before, during, and after the event.
In Tennessee and Vermont, a lesson learned by the DOTs
was that more offices could have been brought in earlier,
such as human resources in Tennessee and an environmen-
tal liaison in Vermont. However, in both instances the events
were far beyond the scope of impacts experienced previously
in those states.

State DOTs used active coordination with other divisions
as well as stakeholders across the state government in order
to facilitate interstate travel, effectively utilize National
Guards troops, and execute evacuations, often by temporar-
ily waiving certain rules. VTrans worked internally with its
motor vehicle division to waive time and weight require-
ments for vehicles seeking to bring various forms of aid to
the state. NJDOT addressed similar issues, and it is develop-
ing a permitting process to clear interstate carriers through
in advance of the extreme weather event impacts. During
Sandy, NJDOT worked with an external but closely allied
partner, the New Jersey Turnpike Authority, to waive tolls
on the toll routes leading out from the Jersey Shore in order
to facilitate evacuation. In Alaska, the ADOT&PF waived
substantial ferry fees (totaling about $5,000) for more than
50 National Guard members who needed to take a ferry to
snow-trapped Cordova when the Cordova airport had been
shut down.

Deploying the National Guard has important implica-
tions for some agency relationships. Use of the National
Guard sends a message to the public that an extreme weather
event has attention at the highest level of state gov-ernment.
In those instances, the state DOT and its partners, very often
local law enforcement, find ways to integrate andutilize the
National Guard troops at a time when they are managing
their own personnel. Coordination is importantat the most
local level, with the National Guard requiringa clear
understanding of the chain of command. Activecoordination
is required especially where a National Guard troop’s task is
not a part of their core training. For exam- ple, an issue over
the proper alignment of skill sets was observed when troops
did not know the correct methods fordebris removal from
Vermont riverbanks and the environ- mentally sensitive
areas nearby. Inserting National Guard troops and other
forms of extraordinary support into an emergency response
situation can require an understand- ing of the
communication technologies needed and those actually on
hand. For example, there was a mismatch of

communications equipment in the Washington state case,
which required added time to resolve.

State DOTs routinely work with FHWA on many issues,
and this ongoing relationship aids coordination before, dur-
ing, and after extreme weather events. lowa, Tennessee and
other states embedded FHWA in their ICS. Iowa interacted
with FEMA through the state’s emergency management
office, whereas Tennessee embedded its own staff on FEMA
teams that came to the state. New or increased occurrences
of extreme weather may lead to federal program reimburse-
ment requests that present new program or legal issues for
resolution. Early coordination with FHWA in the face of
extreme weather events has helped secure reimbursement.
For example, in 2011, TxDOT asked for and received reim-
bursement for the cost of removing dead trees scorched by
wildfires that might have fallen into the roadway. This was
a new precedent and TxDOT ascribes FHWA’s support to
early coordination.

A federal partner important to state DOTs is NOAA,
whose NWS provides the regional and local forecasts that
a state will rely on, such as flash flood, ice, and snow pro-
jections. ADOT&PF has taken advantage of other NOAA
products, including post-storm reviews that evaluate the
effectiveness of NOAA weather products. ADOT&PF also
engages in the NOAA-sponsored RISA (the aforementioned
Regional Integrated Science Applications) in Alaska, using
RISA outputs to support development of winter mainte-
nance practices.

As needed, the state DOT may serve as a facilitator on
issues arising at the field level, often when the issues impli-
cate interstate transportation. For example, IDOT facilitated
discussion among railway interests and local authorities as
the railway companies sought track repairs to keep western
coal moving to East Coast power plants during the prolonged
2011 flood.

Data and Knowledge Management

Personnel responsible for planning at state DOTs consider
ways to identify and manage the data and information
needed before, during, and after an extreme weather event.
For example, IDOT decided to invest in LIDAR after a 2008
flooding event, and these data sets were very useful dur-
ing the 2011 flood described in this Synthesis Report. After
2010’s once-in-1,000-years flood, Tennessee invested in
LIDAR; as noted earlier, TDOT is actively reviewing now,
ahead of any future flood, the possible disconnects between
its LIDAR data sets and those data sets used by key partners
such as the U.S. Army Corps of Engineers. VTrans is seek-
ing to ensure there are custodians for key data sets useful
during recovery efforts. Multiple state DOTs have developed
training on the FHWA and FEMA reimbursement process
and this training has emphasized the importance of securing
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photos and the exact location of damage, as well as require-
ments for records retention.

During an event, state DOTs attempt to share information
in several ways. They schedule calls at fixed times. They
also collaborate through webinars, Share Point, or WebEOC
applications. Geospatial data can be difficult to share by e-
mail or verbally, so some states have found ways to col-
laborate, such as IDOT’s “sit-downs” on GIS issues around
the time of its broader planning call. IDOT also facilitated
access to GIS experts in the actual assessment process that
would support federal reimbursement applications. Google
Maps has been a key tool for state DOTs. One reason is
because there is the option to make the maps publicly avail-
able, and they can be set to deliver real-time information. In
the case of heat buckling, where pavement damage was tem-
porary, Wisconsin chose to make the Google Map available
to a more limited group that included senior management.
With respect to weather and climate information, states rely
on NWS and contracted weather reporting, as noted earlier.
VTrans is encouraging early adoption of important commu-
nication technologies to facilitate information sharing dur-
ing the next extreme weather event.

After recovery from an extreme weather event is well
under way or complete, state DOTs conduct after-event exer-
cises to capture lessons learned. Emergency Response pro-
tocols call for AARs (After Action Reports), and these often
serve as the record of the event institutionally. One example
of a typical AAR is seen in the 2007 case example in Wash-
ington. To provide details on the Alaska case, however, the
ADOT&PF interviewee referred back to the daily reports
issued by the state’s emergency management office from
the time period. Some AARs discuss the event only, oth-
ers broaden the scope, and still others take the opportunity to
make much more universal recommendations, such as in the
case of lowa’s statewide AAR supporting the Governor’stask
force report.

Federal agencies will produce post-event reports, such as
those developed by NOAA that provides a technical analysis
of the event and the federal agency’s actions. As noted else-
where, Alaska’s Chief of Statewide Maintenance and Opera-
tions reviews the post-event reports created by NOAA and
also provides briefings to the NOAA-funded climate center
in Alaska. His briefings are intended to enable stakeholders
to learn about the issues ADOT&PF viewed as important
during extreme weather events and how it is addressing them
going forward.

After Irene, VTrans conducted an exercise that was much
broader than an AAR, involving workshops and interviews
with multiple stakeholders. Vermont’s effort resulted in the
Irene Recovery Innovation Task Force Report, which covers
both VTrans modernization efforts and practical suggestions
for emergency response and for “ongoing operations.” Iowa’s

Governor formed a task force, which also developed a report
that serves as an important statewide narrative about the 2011
flood. TXDOT commissioned a lengthy survey of best prac-
tices for TxDOT in supporting wildfire suppression, and it
also provided technical responses to inquiries from the state
legislature. Vermont was involved in convening a regional
exercise to share the perspectives and lessons learned by
states in the northeastern United States in the aftermath of
Hurricanes Lee and Irene. Many important ideas on informa-
tion management surfaced in that forum. One major example
was the need to share weather forecast and impacts informa-
tion during an event so that others “know what’s coming.”
The form and content of these event narratives vary greatly,
but they capture data, information, knowledge, analysis, and
ideas useful to managing future events.

Another response to extreme weather events is the pro-
duction of purely technical studies to support decision mak-
ing. For example, after the 2007 extreme weather event in
Washington State, WSDOT requested a synthesis of all tech-
nical studies conducted on the Chehalis River Basin. That
Chehalis River flooding had closed down a major interstate,
I-5, for the third time in 25 years provided context and per-
spective for decision making inside and outside of WSDOT.
After a major heat event in 2012, WisDOT developed data-
base of 300 heat-buckling locations, and their profiles. As a
result, its engineers can study conditions and identify trends
on this problem.

States are considering issues related to maintaining
institutional memory so that key technical facts about prior
weather events are not lost. At the meeting of northeastern
states noted previously, there was discussion of succession
planning as well as the need to facilitate temporary rehiring
of former employees with institutional knowledge important
to managing an extreme weather event.

The case examples in this report represent diverse pro-
grams, issues, and responses. Each state DOT was com-
pelled to capture what they learned from the extreme
weather events, and every exercise included interagency or
interdisciplinary stakeholders. No state DOT wanted to rein-
vent the wheel the next time, and greater collaboration in
information sharing was viewed as yielding a higher return
on investment.

Additional Issues

The case examples in chapter two presented information on
state DOT responses to extreme weather events based on
common state DOT functions: Operations, Maintenance,
Design, Construction, Planning, Communications, Inter-
agency Coordination, and Data and Knowledge Manage-
ment. Other notable topics emerged from the synthesis of
case examples. These topics include financial issues, Emer-
gency Response, the influence of event type, multimodal
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aspects, impacts to local transportation infrastructure, and
what might be described as change management in the face
of new or increased extreme weather events.

Financial

In addressing extreme weather events, state DOTs focus
significant attention on the process for receiving federal
reimbursement for the costs from extreme weather damage.
Major reimbursement programs for damage to transporta-
tion infrastructure are the FHWA Emergency Relief (ER)
program and FEMA Public Assistance (PA). For wildfire
damage, states will look to Fire Management Assistance
Grants. Recent law and policy changes make other programs
available for planning and for rebuilding costs; however,
the case examples in chapter two focus on the terms of the
FHWA ER and the FEMA PA programs as they existed at
the time of the disaster.

The FHWA and FEMA programs are very important
resources for state DOTs experiencing severe impacts from
an extreme weather event, even before the event’s impacts
are felt. Significant attention and resources are focused on
the successful reimbursement of costs, including staff train-
ing and in-house streamlining of the application process.
In preparation for such events, states have sought to edu- cate
their employees on the FHWA and FEMA programs and
processes. Alaska and New Jersey, as previously noted,
provide examples of very instructive presentations by state
DOTs, and these are included as appendices to this report.
Prior to the 2011 flood, IDOT had ensured that staff was
trained to be project officers on federal reimbursement
issues. In post-Irene recovery, VTrans is seeking to have a
state attorney dedicated to these issues and has hired and
contracted experts to provide technical assistance to com-
munities on these programs.

State DOTs facilitate the reimbursement process in other
ways. ADOT&PF is flexible in allowing the creation of job
codes, even when the projects associated with a code may
“go nowhere.” NJDOT set up a job code early on, before
Sandy’s geographical path was clear. By doing, NJDOT was
ready when the President implemented his disaster declara-
tion retroactively, allowing NJDOT to capture costs incurred
in preparedness efforts under that job code. TxDOT uses col-
laboration sites to build up the paper work needed by FHWA
and FEMA. To work better with FHWA, IDOT built its own
“electronic DDIR” system that ultimately saved many hours
of staff time before, during, and after the 2011 flood.

It can be highlighted that state DOTs provide services even
when the likelihood of federal reimbursement is not at all cer-
tain. In states with rural areas with a large geographic scope,
such as Washington, Texas, and Wisconsin, state DOTs some-
times weigh the benefit of federal reimbursement against the
administrative resources needed to secure it. Almost always,

they provide the services needed in rural or unincorporated
areas even when they will not be reimbursed.

Emergency Response

Prior TRB reports, such as NCHRP Report 525: A Guide to
Emergency Response Planning at State Transportation Agen-
cies, discuss the Emergency Response principles of state
DOTs (Wallace et al. 2010). In almost every extreme weather
situation depicted in the case examples in chapter two, state
DOTs sought to utilize emergency response processes at some
scale. Where there was no emergency response, there was a
state-level awareness of the problem, as in the case of the Wis-
consin and Texas pavement-distress examples.

The IDOT case serves as an example of a maturing emer-
gency response system with respect to extreme weather
events, with the development of an ETO as another indicator
of Towa’s focus in this area. VTrans, although prepared for
the worst of winter weather and prior levels of severe flash
flooding, had to confront the impact of a new causal chain of
weather events and built up an ICS to address transpor- tation
issues virtually from scratch. Both states developed excellent
reports on the lessons learned and practices they found
effective for emergency response under those extreme
weather events. Key points include prior training in ICS, pre-
assigned roles and teams, and access to data depicting the
scope of the event. In New Jersey, NJDOT operated effec-
tively within the state’s Emergency Management apparatus
during response to Hurricane Sandy.

Influence of Event Type

The type of extreme weather event has an influence on a state
DOT’s management approach and is a key consider- ation
when comparing the lessons learned and effectivepractices
identified in this report.

If the event is unusual for the climate, then the state may
not have set process in place for addressing it. In Texas,
TxDOT crews routinely patrol for cracks and other pavement
distress caused by heat. Up north, Wisconsin has protocols
for tracking damage to pavement from winter conditions,
which is the routine source of severe weather. After the 2012
heat-buckling event, WisDOT conducted research and began
to configure its MDSS to forecast for not just adverse winter
conditions but those arising from high heat. TxDOT’s expen-
ditures were 20 times that of WisDOT.

Additionally, the type of weather event can demand
actions that conflict with another set of state DOT protocols
or priorities. Employees must use their best judgment or
await directives from management in those instances.

* For example, where a tornado occurs while flood waters
are rising, one must decide whether to shelter in place
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or head to higher ground. In these instances, TDOT, for
example, stresses to its field crews that safety comes
first and will work with them to communicate the latest
forecasts and other relevant information.

* In the case of wildfire suppression, TxDOT employees
are instructed that they do not fight fires. However, the
agency is expected to provide critical fuel and water
supplies to those fighting the fire, so it invested in two
TxDOT trailers that include protective gear if the fires
get too close.

* When a snowstorm interrupted Sandy storm surge
clean-up, NJDOT crews evacuated the shore area and
quickly moved from emergency response to routine
snow maintenance activities. It was a new and disrup-
tive element in the recovery from Hurricane Sandy.
Having the Chief of Operations Support available to
manage the situation aided the shift in efforts for that
short period of time.

The type of event can influence decision making when it
is a prolonged event, as opposed to a more acute situation.
Lessons learned from Iowa’s weeks of inundation may be
different from those learned during the once-in-1,000-years
flood that came and went within a week in Tennessee. Simi-
larly, geographical distinctions may matter when compar-
ing cases. Flash floods in Vermont’s mountain river basins
may be very different from flooding on the plains of lowa
but similar to those occurring in western Washington State.
That said, strategies on detours and the need for outreach to
freight carriers may have commonalities in all three cases.

Multimodal Aspects

State DOTs often manage more than state and federal road-
ways. Their role may include direct responsibility over other
forms of transportation, such as transit in the case of NJDOT.
State DOTs may regulate but not own transportation infra-
structure, especially at the local level, such as Vermont’s role
in state railways. An extreme weather event implicates the
interplay among modes, such as where closure of a roadway
affects the volume of traffic on another mode of transporta-
tion. In the case of lowa, closure of I-680 saw freight haul-
ers using alternate modes of transportation, including rail,
to convey their goods. Emergency response protocols can
drive coordination efforts, as seen in the ICS model. Cli-
mate change and its broad range of extreme weather risks
implicates multimodal planning, as seen in the highway and
transit components of the New Jersey pilot study on climate
vulnerability, funded by FHWA.

Local Transportation Infrastructure

The case examples in chapter two largely focus on a state-
wide perspective of extreme weather events because that
is the mission of state DOTs. However, as one interviewee
put it: “All emergencies are local.” This approach means

that field crews and local law enforcement typically are the
people on the ground when state DOT mission requirements
are implicated.

Two key issues related to local transportation infrastruc-
ture emerged from the case examples: (1) the need to ensure
local infrastructure can handle traffic diverted from state
roads during an extreme weather event and (2) the need to
address damage to local infrastructure where the cost far
exceeds the resources of a locality to fix it.

Regarding detours, state DOTs typically make sure to
develop detours that local roads can handle, in terms of
weight and other traffic volume characteristics. State DOTs
do not want these to exceed the design standards of the
detour. The WSDOT interviewee pointed out that WSDOT
can be asked to pay when its detours damage local roads.
As a result, the agency evaluates the impact on the slopes
and pavement from detours. Based on engineering and other
considerations, WSDOT engaged in some important
activities after the 2007 event that support improved detours.
WSDOT introduced a detour planning and permit system
useable throughout the state. WSDOT also joined with part-
ners in researching and developing a map and other tools that
identify state and local transportation infrastructure vulner-
able to climate change impacts (State of Washington Depart-
ment of Ecology 2012).

Regarding damage to local transportation infrastruc-
ture, the cases indicate two sample practices of note. First,
immediately after Sandy, NJDOT made it easy for its crews
on the ground to elevate the issue of whether they should
clear side streets of debris. Although the side streets were off
the state DOT’s right-of-way, it was in the best interestsof
the state to make it easier for local authorities and resi- dents
to return and undertake their own recovery activities,
including those related to local transportation infrastruc-
ture. Second, in Vermont, VTrans encouraged cost-sharing
rule changes designed to increase state support to dam-
aged local infrastructure. VTrans also helped create a new
scheme wherein the state pays for those local transportation
infrastructure repairs that require an increase in local taxes
above a certain amount.

Change Management

The case examples in chapter two describe how state DOTs
are developing or maturing their responses to extreme
weather events. As noted previously, a common theme is the
increased use of emergency management approachesin
some form. Washington State, as the oldest example in this
set of cases, provides a clear-cut example of an evolu- tion
in a state DOT’s response to extreme weather. In 2007,its
emergency operations staff numbered three or four; in 2013,
the division had more than 40 people and an air-res- cue
function it previously did not have. That growth is a
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significant organizational change. lowa also matured in its
management of extreme flood events between 2008 floods
and those in 2011. Changes included an electronic federal
aid reimbursement system and investment in LIDAR data
sets. In Vermont, the Irene experience triggered an impor-
tant shift at VTrans, as indicated by plans within its design
and construction sections to mainstream new bridge con-
struction approaches by 2014.

An important trend is seen in the recent shifts in federal pol-
icy and law. Several states have embraced changes that allow
for the consideration of future extreme weather risks, which is
a break from the belief that rebuilding simply to “pre-disaster”
conditions is satisfactory. In every case example, strategic Data
and Knowledge Management supported learning and more
efficient use of information resources, demonstrating that these
practices are important aspects of change management.

FDA, Inc. 85




CHAPTER FOUR

CONCLUSIONS

The objective of this Synthesis Report is to identify common
and recurring themes in state-level responses to extreme
weather events impacting transportation and to contribute
to the development of a unified, accessible knowledge base
on this topic.

Chapter one provides background on the importance of
examining extreme weather impacts on the transportation
sector and how Knowledge Management approaches can
help state DOTs to identify and assess practices appropriate
to their circumstances. It was observed that investment deci-
sions rely on good data, and collecting information on state
DOT responses to extreme weather events complements
efforts to prepare for the range of climate changes projected
for the future and their anticipated impacts on transportation.

The case examples in chapter two provide narrativesof
extreme weather events from the past decade, organize
activities related to these extreme weather events by com-
mon state DOT functions, and summarize lessons learned
and related practices.

Chapter three’s synthesis of information from the eight
case examples highlights themes that are the basis for the
findings and suggestions for research that follow.

FINDINGS

Findings Related to State-level Responses to Extreme
Weather Events Impacting Transportation

The case examples suggest some broad, thematic elements to
state DOT responses to extreme weather events:

* Emergency management processes are a common ele-
ment of state DOT activities before, during, and imme-
diately after an extreme weather event.

* Reimbursement from federal programs drives many
state practices.

+ States reached out to the FHWA almost immediately
during many extreme weather events, and this early
knowledge and participation in state activities facili-
tated federal decisions on financial reimbursement.

* Interagency coordination is important to the efficient
allocation of tasks and resources, including activities

with National Guard and Emergency Management
Assistance Compact (EMAC) support.

* The quality of the information on the weather event and
its projected impacts affects decisions on deploy- ing
resources, assessing damage, and other critical matters.

* Collecting data about the situation on the ground
(including images and the location of damage) is a key
activity often conducted in the aftermath of a cata-
strophic event, making training in this area an impor-
tant part of the maturity of extreme weather response.

+ States record response, recovery, and other relevant
efforts in post-event reports, ranging from a focused
review of the event to a more wide-ranging analysis.
Coordination with localities (e.g., through long-term
maintenance agreements or shared technologies) is
critical and has benefits beyond the narrow purpose of
the engagement.

* Investments in training (e.g., in emergency manage-
ment, federal program reimbursement, geographic
information system, and other subjects) were a com-
mon practice often cited as having facilitated response
and recovery.

* In policy and in practice, the federal and state gov-
ernments are developing ways to address new and
increased extreme weather events in transportation
investments.

Findings Related to a Obtaining a Unified, Accessible
Knowledge Base in This Area

The case examples show that data and Knowledge Manage-
ment practices support responses to extreme weather events
impacting transportation. These practices include:

* Researching and recording information and key issues
on severe weather conditions

+ Utilizing geospatial data to identify at-risk sites and
safe locations

* Facilitating the use of tools and processes that aid col-
laboration on weather events as they occur

* Sharing information through online platforms, such as
SharePoint and WebEOC, to enable a quick response

* Developing After Action Reports and other records of
effective practices and lessons learned from extreme
weather events
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* Engaging in meetings, workshops, and other struc-
tured activities to share and document knowledge in
preparation for future similar events

* Developing succession planning and record retention
strategies to retain knowledge

* Developing maintenance management systems that
address newer weather risks

+ Acquiring or developing the data sets and other aspects
of an information base to facilitate analysis of invest-
ments in preparedness and resiliency.

SUGGESTIONS FOR FURTHER RESEARCH

The following research would support state department of
transportation (DOT) efforts to address extreme weather
impacts:

1. Research ways to increase state DOT technical exper-
tise to complement and supplement federal weather
forecasting at the local, regional, and national levels.

2. Identify technologies, training, and standards in
Knowledge Management that can support informed
decision making and coordination within state DOTs
and with external partners, given the increased risk of
extreme weather events.

3. Collect a common set of information from states that
experienced the same extreme weather event to learn
about differences before, during, and after the event
as well as the lessons learned, identified by each state.

4. For each state, identify the extreme weather events
projected to occur with more frequency or intensity

in the future, develop a framework for an organized
response, and collect a standard set of information and
materials on previous events of a similar nature.

5. Conduct research and synthesis of EMAC case exam-
ples to surface effective practices in the transporta-
tion sector under extreme weather events.

6. Conduct research on the disposition of state applica-
tions to FHWA and FEMA following extreme weather
events and create a body of knowledge for reference
and use in similar cases.

7. Research current design and engineering practices at
the state level and their relationship to provisions of the
FEMA Public Assistance manual and the FHWA Emer-
gency Relief manual provisions, before and after updates.

8. Research emerging practices in transportation sector
investments under the projected increases in extreme
weather events, and related policies.

9. Research tools for identifying benefits and costs and
the return on investment in extreme weather pre-
paredness, resiliency, and adaptation strategies.

State DOT responses to extreme weather impacts con-
tinue well beyond the immediate management of an extreme
weather event, which experience shows can occur at unex-
pected and near-biblical scales. Every state interviewed
is conducting reviews and assessments, seeking out new
sources of information and expertise, and adapting their
people, programs, and processes to extreme weather risks.
This Synthesis Report is intended to support those and simi-
lar efforts.

FDA, Inc. 87




REFERENCES

New Jersey 2012: Hurricane Sandy

All Hazards Consortium, The Multi-State Fleet Response
Initiative Working Group Workshop Report, Rapid Criti-
cal Infrastructure Restoration Through Joint Integrated
Planning for the Movement of Private Sector Resources
in Response to Hurricane Sandy, Jan. 30, 2013, 23 pp.

Assessing New Jersey’s Transportation System, Transporta-
tion Choices 2030: New Jersey Long Range Transporta-
tion Plan Update, New Jersey Department of
Transportation, Trenton, Oct. 2005 [Online]. Available:
http://www.nj.gov/transportation/works/njchoices/pdf/
assessment.pdf [accessed June 24, 2013].

Blake, E.S., T.B. Kimberlain, R.J. Berg, J.P. Cangialosi, and
J.L. Beven 11, Tropical Cyclone Report, Hurricane Sandy,
National Hurricane Center, Miami, Fla., Feb. 12, 2013,
157 pp.

“Christie Declares State of Emergency: Evacuations
Ordered for All Barrier Islands,” Press of Atlantic City,
Nov. 23, 2012 [Online]. Available: http:/www.
pressofatlanticcity.com/news /breaking/christie-
declares-state-of-emergency-evacuations-ordered-for- a
l1-barrier/article cff0l2e4-1f59-11e2-a753 -
0019bb29634.html [accessed Apr. 9, 2013].

Community Development Block Grant Disaster Recovery
Plan, New Jersey Department of Community Affairs,
Newark, Mar. 27, 2013.

Henson, B., “Dissecting Sandy’s Surge, Part 2, AtmosNews,
University Corporation for Atmospheric Research,
Boulder, Colo., Dec. 31, 2012 [Online]. Available: https://
www?2.ucar.edu/atmosnews/opinion/8585/dissecting-
sandys-surge [accessed Apr. 9, 2013].

“Hurricane Sandy: N.J. County by County Evacuations,
Flooding, Closings,” New Jersey News, Oct. 29, 2012
[Online]. Available: http://www.nj.com/news/index.
ssf/2012/10/hurricane sandy nj county by c 1.html
[accessed Apr. 9,2013].

“Hurricane Sandy: Emergency Relief and Disaster Recovery
Updates,” U.S. Department of Transportation Press
Office, Washington, D.C., Nov. 26,2012 [Online]. Avail-
able: http://www.dot.gov/sandy [accessed Apr. 9,2013].

Hutchins, R., “Extensive Damage from Sandy Litters Long
Beach Island,” The Star-Ledger, Oct. 21, 2012 [Online].
Available: http://www.nj.com/news/index.ssf/2012/10/
extensive_damage from sandy li.html [June 24, 2013].

“NJDOT Announces Realigned Emergency Safety Patrols,
Weekend Service Added to High-Volume Corridors
Throughout New Jersey,” New Jersey Department of

FDA,

Transportation, News Release, Newark, Dec. 7, 2010
[Online]. Awvailable: http://www.nj.gov/transportation/
about/press/2010/120710.shtm [accessed April 25, 2013].

“NJ Transit About Us,” New Jersey Transit, Newark
[Online]. Available: http://www.NJ Transit.com/tm/ tm_
servlet.srv?hdnPageAction=CorpInfoTo [accessed Apr.
9,2013].

“Ocean County Towns Issue Voluntary Evacuations,” Asbury
Park Press, Oct. 27, 2012 [Online]. Available: http://www.
app.com/article/20121026/NJNEWS/310260086/Ocean-
County-towns-issue-voluntary-evacuations [June 24, 2013].

“President Obama Signs New Jersey Disaster Declaration,”
The White House Press Office, Washington, D.C., Oct.
30, 2012 [Online]. Available: http://www.whitehouse.
gov/the-press-office/2012/10/30/president-obama-signs-
new-jersey-disaster-declaration [accessed Apr. 15, 2013].

Shaw, R., “Case Studies on Storms and Flooding—Hurri-
cane Sandy in New lJersey,” National Symposium on
Extreme Weather Event Impacts on Transportation,
Washington, D.C., May 21-22,2013.

Stanley, S., “Weathering the Storm, How Safety Service
Patrols Prepare for and Respond to Natural Disasters,”
Safe Highways [Online]. Available: http://www.
safehighways.org/safe-highway-matters/winter-2013/
weathering-the-storm/ [accessed Apr. 25, 2013].

lowa 2011: Flood

About the DOT—Roads, Streets, and Bridges, lowa Depart-
ment of Transportation, Ames, n.d. [Online]. Available:
http://www.iowadot.gov/about/Roads,Streets,andBridges.
html [June 24,2013].

After Action Report: 2011 Missouri River Flooding, lowa
Department of Transportation, Ames, n.d., 26 pp.

“Emergency Transportation Operations,” Office of Opera-
tions, Federal Highway Administration, U.S. Department
of Transportation, Washington, D.C., 2013 [Online].
Available: http://www.ops.fhwa.dot.gov/eto_tim_ pse/
index.htm [accessed April 7,2013].

lTowa 2011 Missouri River Floods After Action Report (AAR),
Iowa Homeland Security and Emergency Management
Division, Johnston, Dec. 20, 2011.

“lowa DOT Captures Story of Historic 2011 Missouri River
Flood,” Towa Department of Transportation, May 31,
2012 [Online]. Available: http://www.news.iowadot.gov/
newsandinfo/2012/ 05/iowa-dot-captures-story-of-
historic-2011-missouri-river-flood.html [accessed Nov.
12,2012].

Inc. 88



http://www.nj.gov/transportation/works/njchoices/pdf/
http://www/
http://www.nj.com/news/index
http://www.dot.gov/sandy
http://www.nj.com/news/index.ssf/2012/10/
http://www.nj.gov/transportation/
http://www/
http://www/
http://www.iowadot.gov/about/Roads%2CStreets%2CandBridges
http://www.ops.fhwa.dot.gov/eto_tim_
http://www.news.iowadot.gov/

“lowa DOT Reopens [-680 Two Months Ahead of Schedule,”
AASHTO Journal, Weekly Transportation Report, Nov.
4, 2011 [Online]. Available: http://www.aashtojournal.
org/ pages/11041liowa.aspx [accessed Mar. 8, 2013].

Missouri River Flood Coordination Task Force Report, Mis-
souri River Flood Coordination Task Force, n.d., 53 pp.

“Turn Around, Don’t Drown,” Iowa Department of Trans-
portation, Ames, Sep. 2011 [Online]. Available: http://
www.iowadot.gov/ floods/turnaround.html [accessed
Nov. 12,2012].

“Turn Around Don’t Drown Success Stories,” Southern
Region Headquarters, National Weather Service, Fort
Worth, Tex., updated Feb. 8, 2011 [Online]. Available:
http://www.srh.noaa.gov/srh/tadd/ [accessed Nov. 12,
2012].

Tennessee 2010: High-Intensity Rain and 1,000-Year
Flood

2010 Tornado Fatality Information, Storm Prediction Center,
National Weather Service, n.d., 2010 [Online]. Available:
http://www.spc.noaa.gov/climo/torn/2010deadlytorn.
html [accessed June 24, 2013].

Ascensio, A.J., “Tornadoes Cause Additional Damage to
Already Devistated (sic) West Tennessee,” Yahoo Contribu-
tor Network, May 2, 2010 [Online]. Available: http://voices.
yahoo.com/tornadoes-cause-additional-damage-already-
devistated-5950146.html [accessed June 24, 2013].

Burbank, C., “Early Signs of Climate Change: 2010 Flooding
in Tennessee, Rhode Island, and lowa,” In Transportation
Research Circular E-C152: Adapting Transportation to
the Impacts of Climate Change, State of the Practice 2011,
Transportation Research Board of the National Acade-
mies, Washington, D.C., June 2011.

Degges, P., Damage Survey Summary Report: Widespread
Flooding in Tennessee Due to Severe Weather of April
30-May 2, 2010, Tennessee Department of Transporta-
tion, Nashville, July 2, 2010.

“Fact Sheet, One Year Later: Tennessee Flood Recovery by
the Numbers,” Federal Emergency Management Agency,
Washington, D.C., Apr. 19,2011.

“May Storms and Flooding of 2010,” Tennessee Emergency
Management Agency, Nashville [Online]. Available:
http://www.tnema.org/events/index.html [accessed Mar.
4,2013].

Multimodal Transportation Resources Division 2010 Annual
Report, Multimodal Transportation Division, Tennessee
Department of Transportation, Nashville, 2010.

“Portion of State Route 7 Damaged in May 2010 Floods
Reopens to Traffic,” State of Tennessee, Newsroom and
Media Center, Nashville, Nov. 30, 2011 [Online]. Avail-

able: http://news.tn.gov/node/8127 [accessed Feb. 11,
2013].

Record Floods of Greater Nashville: Including Flooding in
Middle Tennessee and Western Kentucky, May 1-4, 2010,
National Oceanic and Atmospheric Administration,
National Weather Service, U.S. Department of Com-
merce, Silver Spring, Md., 2010, 80 pp.

Response to May 2010 Flooding and Severe Weather After-
Action Report, Maintenance Division, Tennessee Depart-
ment of Transportation, Nashville, 2010.

“TDOT Awards Emergency Contracts For Flood Repair,”
Clarksville Online, May 7, 2010 [Online]. Available:
http://www.clarksvilleonline.com/2010/05/07/tdot-
awards-emergency-contracts-for-flood-repair/ [accessed
Mar. 4,2010].

“Telvent SmartMobility Interactive Voice Response,” Telvent/
Schneider Electric [Online]. Available: http://www2.
schneider-electric.com/sites/country/en/products-services/
former-brands/telvent/telvent transp.page [accessed Apr.
29,2013].

Washington 2007: High-Intensity Rain

Flooding in the Chehalis River Basin: Synthesis, TRAC,
Feb. 29,2008, pp. 11.

Preparing for a Changing Climate, Washington State’s Inte-
grated Climate Response Strategy, Publication No 12-10-
004, Department of Ecology, State of Washington, Apr.
2012, 201 pp.

“Residents of Washington, Oregon Dig Out,” USAToday,
Dec. 5, 2007 [Online]. Available : http://usatoday30.
usatoday.com/weather/storms/2007-12-04-northwest-
storms_N.htm [accessed June 24, 2013].

Washington State Department of Transportation After
Action Report Winter Storm December Ist—7th, 2007,
Washington State Department of Transportation, Olym-
pia, Aug. 25,2008, 31 pp. 31.

“Who We Are and What We Do,” Washington State Depart-
ment of the Transportation, n.d. [Online]. Available:
http://www.wsdot.wa.gov/about/ [accessed June 24,
2013].

Vermont 2011: Tropical Storm Irene

2012 Report to the Legislature’s House and Senator
Transportation Committees, Vermont Transportation
Board, Montpelier, 2012 [Online]. Available: http://
tboard.vermont.gov/sites/aot_transportation_board/
files/documents/reports/TransportationReport Jan21.
pdf [accessed June 24, 2013].

“Election 2012: Issue Paper No. 1: Transportation,” Vermont
League of Cities and Towns, September 2012 [Online].

FDA, Inc. 89



http://www.iowadot.gov/
http://www.srh.noaa.gov/srh/tadd/
http://www.spc.noaa.gov/climo/torn/2010deadlytorn
http://voices/
http://www.tnema.org/events/index.html
http://news.tn.gov/node/8127
http://www.clarksvilleonline.com/2010/05/07/tdot-
http://www2/
http://usatoday30/
http://www.wsdot.wa.gov/about/

Available: http://www.hinesburg.org/selectboard/meeting
packet/12-1015/Agenda%20Item%20%2310%20-%20
VLCT%20Policy%20Paper%20Transportation.pdf
[accessed June 24,2013].

Irene Recovery Report: A Stronger Future, Vermont Agency
of Administration, Montpelier, Jan. 2012 [Online]. Avail-
able: http://vtstrong.vermont.gov/Portals/0/Documents/
Irene Recovery Report Jan 2012.pdf [accessed June
24,2013].

Kinzel, B., “Road Repairs Will Top $700 Million, But
Federal Aid Uncertain,” Vermont Public Radio, Sep. 27,
2011 [Online]. Available: http://www.vpr.net/news
detail/92103/road-repairs-will-top-700-million-but-
Federal-aid/ [accessed April 16, 2013].

Lessons Learned from Irene: Vermont RPCs Address Trans-
portation System Recovery, NADO Research Foundation,
Center for Transportation Advancement and Regional
Development, Washington, D.C., July 2012, 14 pp.

Lubchenco, J. and L. Furgione, Service Assessment Hurri-
cane Irene, August 21-30, 2011, National Weather Ser-
vice, National Oceanic and Atmospheric Administration,
U.S. Department of Commerce, Silver Spring, Md., Sep.
2012, 117 pp.

“Natural Disasters and State Transportation Lessons
Learned, State/FHWA/FEMA Coordination Process
Improvement,” Sep. 24-25, 2012 Workshop, Coalition of
Northeastern Governors, Oct. 18, 2012.

“Natural Disasters and State Transportation Lessons
Learned: The Northeastern Operational Experience,”
Feb. 13—14, 2012 Session of the Disaster Planning Group,
Disasters Lessons Learned Initiative, Coalition of North-
eastern Governors, n.d.

“Natural Disasters and State Transportation Lessons
Learned, the Operational Experience, Next Steps/Rec-
ommendations, Group Report Out,” Coalition of North-
eastern Governors, n.d.

Reston, M., “Irene Causes Heavy Flooding in Vermont,” Los
Angeles Times, Apr. 28, 2011 [Online]. Available: http://
latimesblogs.latimes.com/nationnow/2011/08/hurricane-
irene-causes-heavy-flooding-in-vermont.html [accessed
June 24, 2013].

TS Irene: August 28, 2011 VIrans Response, Powerpoint
presentation, Vermont Agency of Transportation, Mont-
pelier, n.d., 43 pp.

Update on Vermont’s Recovery from Tropical Storm Irene,
Vermont Recovery Office, Montpelier, n.d., 11 pp.
[Online]. Awvailable: http://www.vtstrong.vermont.gov/
Portals/ 0/Documents/IreneRecoveryreportspw.pdf
[accessed June 24, 2013].

Vermont Agency of Transportation Irene Innovation Task
Force, ReGeneration Resources, Brattleboro, Vt., Mar.
2012, 52 pp.

“Vermont Agency of Transportation Wins National Honor
for Irene Recovery,” VTDigger [Online]. Available:
http://vtdigger.org/2012/06/12/vermont-agency-of-
transportation-wins-national-honor-for-irene-recovery/
[accessed Feb. 26, 2013].

Vermont Recovering Stronger: Irene Recovery Status Report,
Office of the Secretary, State of Vermont Agency of
Administration, Montpelier, June 2012, 22 pp.

VTrans 2012 Fact Book, Vermont Agency of Transportation,
Montpelier, 2012, 37 pp.

“VTran’s Irene Google Map Transitions to 511,” Governor’s
Office, Vermont, Montpelier, Nov. 18, 2011 [Online].
Available: http://governor.vermont.gov/newsroom-
vtrans-irene-google-map-transitions-511 [accessed Nov.
12,2013].

Alaska 2011-2012: South Central Winter Storms

“About Alaska DOT&PF,” Alaska Department of Transporta-
tion and Public Facilities, Juneau, n.d. [Online]. Available:
http://www.dot.alaska.gov/comm/about.shtml [accessed
June 24,2013].

Alaska Department of Transportation and Public Facilities
(ADOT&PF), “Winter Maintenance Coordination,”
ADOT&PF, Juneau, Jan. 1, 2012.

Anderson, B., “No Weather Respite for Alaska Town of Cor-
dova,” Alaska Dispatch, Jan. 8,2012 [Online]. Available:
http://www.alaskadispatch.com/article/no-weather-
respite-alaska-town-cordova [accessed Feb. 25,2013].

Campbell, M. and B. Anderson, “Heavy Snows Prompt
Local Emergency Declaration in Southcentral Alaska,”
Alaska Patch, Jan. 6, 2012 [Online]. Available: http://
www.alaskadispatch.com/article/heavy-snows-prompt-
local- emergency- declaration-southcentral-alaska
[accessed Apr. 7,2013].

Emerging Practices in Winter Highway Maintenance,
Alaska Department of Transportation and Public Facili-
ties, Juneau, Oct. 2012.

Grass, J., “Sno-way! Mother Nature Pounds City Streets,
Budgets,” Alaska Journal of Commerce, Mar. 1, 2012
[Online].  Available:  http://www.alaskajournal.com/
Alaska-Journal-of-Commerce/AJOC-March-4-2012/
Sno-way-Mother-Nature-pounds-city-streets-budgets/
[accessed June 24, 2013].

Incident Overview 2012—Prince William Sound Winter
Storm, 12-5-001, Alaska Department of Homeland Secu-
rity and Emergency Management, Joint Base Elmendorf—
Richardson, Anchorage, Jan. 10, 2012.

FDA, Inc. 90



http://www.hinesburg.org/selectboard/meeting_
http://vtstrong.vermont.gov/Portals/0/Documents/
http://www.vpr.net/news_
http://www.vtstrong.vermont.gov/
http://vtdigger.org/2012/06/12/vermont-agency-of-
http://governor.vermont.gov/newsroom-
http://www.dot.alaska.gov/comm/about.shtml
http://www.alaskadispatch.com/article/no-weather-
http://www.alaskadispatch.com/article/heavy-snows-prompt-
http://www.alaskajournal.com/

Memmott, M., “In Alaska: Nome Waits for Fuel; Cordova
Digs Out from 18 Feet of Snow,” National Public Radio,
January 9, 2012 [Online]. Available: http://www.npr.org/
blogs/thetwo-way/2012/01/09/144902598/in-alaska-
nome-waits-for-fuel-cordova-digs-out-from- 1 8-feet-of-
snow [accessed Apr. 7,2013].

“Prince William Sound Storm Declared Disaster,” State of
Alaska, Office of the Governor, Press Release, Juneau,
Feb. 9, 2012.

Rosen, Y., “Alaska Town Buried in Snow Gets Help Digging
Out,” Reuters, Jan. 9, 2012 [Online]. Available: http://
www.reuters.com/article/2012/01/09/us-alaska-snow-
town-idUSTRE8082AZ20120109 [accessed June 24,
2013].

Schram, C., Alaska Department of Transportation & Public
Facilities Emergency Response Administration and
Accounting, Alaska Department of Transportation &
Public Facilities, Juneau, Feb. 14, 2012.

Situation Report 12-012—January 12, 2012, Alaska Divi-
sion of Homeland Security & Emergency Management,
Anchorage, Jan. 2012.

Texas 2011: Drought

“Agency Partners: TxDOT and Wildfires,” Texas Emergency
Management Online, Texas Department of Public Safety,
Austin, 2011 [Online]. Available: http://www.txdps.state.
tx.us/dem/temo/archives/2011/ Vol58No6/articles/
article5.htm [accessed Nov. 12, 2012].

Best Practices for TxDOT on Handling Wildfires: What We
Learned, Research Project 0-6735 Presentation, Texas
Tech University Center for Multidisciplinary Research in
Transportation, Austin.

George, P. and C. O’Rourke, “Bastrop Fire’s Apparent
Cause: Trees Hitting Power Lines,” Austin American-
Statesman, Sep. 21, 2011 [Online]. Available: http://
www.statesman.com/news/news/local/bastrop-fires-
apparent-cause-trees-hitting-power-1/nRfgg/.

Insurance Council of Texas (ICT), “Bastrop Wildfire Losses
Rise,” Press Release, ICT, Austin, Dec. 8, 2011[Online].
Available: http://www.insurancecouncil.org/news/2011/
Dec082011.pdf.

Jervis, R., “Drought Threatens Way of Life for Texas Ranch-
ers,” USA Today, Oct. 5,2011 [Online]. Available: http://
usatoday30.usatoday.com/weather/drought/story/2011-
09-12/texas-drought-Dust-Bowl-ranchers/50373618/1
[accessed Apr. 14, 2013].

Kennedy, C., “Drought Baking the Southern United States,”
National Oceanic and Atmospheric Administration, Sep.
2, 2011 [Online]. Available: http://www.climate.gov/
news-features/features/drought-baking-southern-united-
states [accessed June 24, 2013].

The Compass Project: Managing the Direction of Mainte-
nance, Powerpoint presentation, Texas Department of
Transportation, Austin, Sep. 29, 2009 [Online]. Available:
http://www.dot.state.tx.us/iheep2009/presentations/1A
TxDOT Maintenance Management Systems Compass_
BrandyePayne.pdf [accessed June 24, 2013].

Manual Notice 2008-01, Maintenance Management Man-
ual, Highway Condition Report Manual, Texas Depart-
ment of Transportation, Jan. 1, 2008 [Online]. Available:
http://onlinemanuals.txdot.gov/txdotmanuals/mmt/
highway condition_reporting system.htm [accessed
June 24,2013].

Nash, P.T., S. Senadheera, M. Beierle, W. Kumfer, and D.
Wilson, Best Practices for TxDOT on Handling Wildfires,
Texas Tech University Center for Multidisciplinary
Research in Transportation, Austin, Sep. 2012, 141 pp.

“TxDOT Crews Helped Battle West Texas Wildfires,” News
and Information, Texas Department of Transportation,
Mar. 14, 2011 [Online]. Available: http://www.txdot.gov/
txdot_library/newsletters/txdot_update/2011/031411.
html [accessed Nov. 12, 2012].

Wisconsin 2012: Prolonged Heat

2012 Wisconsin Yearly Weather Summary, National Weather
Service, n.d. [Online]. Available : http://www.crh.noaa.
gov/images/mkx/climate/2012/2012 WI_Yrly Wx
Summary.pdf [accessed June 24, 2013].

Bessert, C.J., “Wisconsin Highways: Introduction,”
Wisconsin Highways, n.d. [Online]. Available: http:/
www.wisconsinhighways.org/introduction.html [accessed
June 24, 2013].

Flynt, J., “Pavement Swelling, Protruding Due to Heat in W1,”
WTAQ, May 25, 2010 [Online]. Available: http://wsau.
com/news/articles/2010/may/25/pavement-swelling-
protruding-due-heat-wi/ [accessed Nov. 26, 2012].

“Relief in Sight for Heat Wave, and Why Roads Buckle,” The
Chippewa Herald, July 6, 2012 [Online]. Available:
http://chippewa.com/news/local/relief-in-sight-for-heat-
wave-and-why-roads-buckle/article d66cd7da-c77d-
11e1-80fb-001a4bcf887a.html [accessed Nov. 12,2012].

“Risk of Pavement Buckling Is High Today and Tomorrow,”
Press Release, Wisconsin Department of Transportation,
Madison, July 5, 2012 [Online]. Available: http://www.
dot.wisconsin.gov/opencms/export/nr/modules/news/
news_3444.html 786229440.html [accessed June 24,
2013].

Samenow, J., “U.S. Has Hottest Month on Record in July
2012 NOAA says,” Washington Post, Aug. 8, 2012
[Online]. Available: http://www.washingtonpost.com/
blogs/capital-weather-gang/post/us-has-hottest-month-
on-record-in-july-2012-noaa-says/2012/08/08/0fac675¢c-

FDA, Inc. 91



http://www.npr.org/
http://www.reuters.com/article/2012/01/09/us-alaska-snow-
http://www.txdps.state/
http://www.statesman.com/news/news/local/bastrop-fires-
http://www.insurancecouncil.org/news/2011/
http://www.climate.gov/
http://www.dot.state.tx.us/iheep2009/presentations/1A_
http://onlinemanuals.txdot.gov/txdotmanuals/mmt/
http://www.txdot.gov/
http://www.crh.noaa/
http://www.wisconsinhighways.org/introduction.html
http://wsau/
http://chippewa.com/news/local/relief-in-sight-for-heat-
http://www/
http://www.washingtonpost.com/

e169-11e1-98e7-89d659f9¢106_blog.html [accessed June
24,2013].

Sperry, T., “Use Caution if You Drive in Extreme Heat,”
CNN, July 6, 2012 [Online]. Available: http://www.cnn.
com/2012/07/06/travel/heat-road-conditions  [accessed
Nov. 12,2012].

General:

Baglin, C., ACRP Synthesis of Airport Practice 33: Airport
Climate Adaptation and Resilience. Transportation
Research Board of the National Academies, Washington,
D.C., 2012, 87 pp.

Cloyd, E., C. Baglin, and A. Staudt, “NCAnet: Building a
Network of Networks to Support the National Climate
Assessment,” Poster session presented at the National
Workshop on Public Participation in Scientific Research,
97th Annual Meeting of the Ecological Society of Amer-
ica, Portland, Ore., Aug. 5-19, 2012.

Dasgupta, A., “Economic Value of Geospatial Data: The
Great Enabler,” Geospatial World, May 2013 [Online]
Available:  http://www.geospatialworld.net/Magazine/
MArticleView.aspx?aid=30534 [accessed June 24, 2013].

“Eligibility of Activities to Adapt to Climate Change and
Extreme Weather Events Under the Federal-Aid and Fed-
eral Lands Highway Program,” Federal Aid Program
Administration, Federal Highway Administration, Wash-
ington, D.C., Sep. 24, 2012 [Online]. Available: http://
www.thwa.dot.gov/federalaid/120924.cfm [accessed
June 24, 2013].

“Extreme Weather 2011,” National Ocean and Atmospheric
Administration, Washington, D.C., n.d. [Online]. Avail-
able: http://www.noaa.gov/extreme2011/ [accessed June
24,2013].

Federal Highway Administration (FHWA), Climate Change
Resilience Pilots, FHWA, Washington, D.C., n.d. [Online].
Available: http://www.thwa.dot.gov/environment/climate
change/adaptation/ongoing_and_current research/
vulnerability assessment pilots/index.cfm [accessed June
24,2013].

Federal Highway Administration (FHWA), Regional Climate
Change Effects: Useful Information for Transportation
Agencies, FHWA, Washington, D.C., n.d. [Online]
Available: http://www.thwa.dot.gov/environment/
climate change/adaptation/resources_and_publications/
climate effects/index.cfm [accessed Aug. 24,2013].

Levidkangas, P., A. Tuominen, R. Molarius, H. Kojo, J.
Schabel, and S. Toivonen, Extreme Weather Impacts of
Transportation Systems (EWENT), VIT Working Papers
168, VTT Technical Research Centre of Finland, Apr.
2011, 133 pp.

“MAP-21—Moving Ahead for Progress in the 21st Cen-
tury,” Federal Highway Administration, May 29, 2013
[Online]. Available: http://www.thwa.dot.gov/map21/
gandas/qaer.cfm [accessed June 24, 2013].

McLaughlin, B., S. Murrell, and S. DesRoches, “Anticipat-
ing Climate Change,” Civil Engineering, Apr. 2011.

National Climate Assessment (draff), National Climate
Assessment Development Advisory Committee, U.S.
Global Change Research Program, Washington, D.C.,
Jan. 2013, 1146 pp.

NCHRP Project 20-83(05): Climate Change and the High-
way System: Impacts and Adaptation Approaches, Final
Report [Online]. Available: http://144.171.11.40/cms-
feed/ TRBNetProjectDisplay.asp?ProjectID=2631.

Special Report 290: Potential Impacts of Climate Change on
U.S. Transportation: Transportation Research Board of
the National Academies, Washington, D.C., 2008, 234

pp.

Staudt, A., E. Cloyd, and C. Baglin, “NCAnet: Building a
Network of Networks to Support the National Climate
Assessment,” Accepted for poster session at American
Geophysical Union Fall Meeting, San Francisco, Calif.,
2012.

The President’s Climate Action Plan, Executive Office of the
President, The White House, Washington, D.C. [Online].
Available: http://www.whitehouse.gov/sites/default/
files/image/president27sclimateactionplan.pdf [accessed
August 24, 2013]

Wallace, C.E., A. Boyd, J. Sergent, A. Singleton, and S.
Lockwood, NCHRP Report 525, Vol. 16: A Guide to
Emergency Response Planning at State Transportation
Agencies, Transportation Research Board of the National
Academies, Washington, D.C., 2010, 170 pp.

Weather Information for Surface Transportation (WIST)
National Needs Assessment Report, FCM-R18-2002,
Office of the Federal Coordinator for Meteorological Ser-
vices and Supporting Research, Washington, D.C., 2002.

Wenger, E., Cultivating Communities of Practice—A Quick
Start Up Guide, Etienne Wenger, 2002 [Online]. Avail-
able:  http://www.ewenger.com/theory/start-up_guide
PDF.pdf [accessed June 24, 2013].

FDA, Inc. 92



http://www.geospatialworld.net/Magazine/
http://www.noaa.gov/extreme2011/
http://www.fhwa.dot.gov/environment/climate_
http://www.fhwa.dot.gov/map21/
http://144.171.11.40/cms-
http://www.whitehouse.gov/sites/default/
http://www.ewenger.com/theory/start-up_guide_

BIBLIOGRAPHY

The National Incident Management System: A Workbook for
State Department of Transportation Frontline Workers,
Federal Highways Administration, Transportation
Pooled Fund Study 5 (161), Sep. 2009.

Schwartz, H.G., Jr., America’s Climate Choices: Adapta-
tion—A Challenge to the Transportation Industry, Trans-
portation Research Board Webinar, Nov. 3, 2010, 69 pp.

Transportation Research Circular E-C152: Adapting Trans-
portation to the Impacts of Climate Change, Transporta-

tion Research Board of the National Academies,
Washington, D.C., June 2011, 56 pp.

Venner, M., Increased Maintenance Costs of Extreme
Weather Events: Preparing for Climate Change Adapta-
tion, Paper No. 12-3459, 91st Annual Meeting of the
Transportation Research Board, Washington, D.C., Jan.
22-26,2012.

FDA, Inc. 93




APPENDIX A
Research Method

The research method for this Synthesis Report is detailed here.
Literature Review

The literature review included analysis of extreme weather definitions and reports, largely from the National Oceanic and
Atmospheric Administration (NOAA) and other science agencies; emergency management guides and reports related to
the transportation sector; workshop and meeting minutes, as well as reports produced by states in the aftermath of extreme
weather events; news articles; and materials prepared by associations and research bodies, such as AASHTO and the TRB.

Generally, the literature review covered professional literature, media reports, and federal, state, local, and nonprofit and
agency websites. Research was supplemented by materials supplied by interview subjects.

Case Examples

Selection of Case Examples The extreme weather events used as case examples in this synthesis report were identified in the
literature review and through other research and analysis.

The initial profile of weather events found in the literature was analyzed based on the type of weather events listed in the
expert panel’s October 2012 Scope of Work. As such, candidate case examples were to have the following characteristics:

* They occurred within the past decade (2002-2012).
* They had a significant effect on the transportation system, which included
— Multiple modes
— Local highways.
+ They are geographically diverse.
* They are extreme events, including
— Riverine flooding (two or more)
— High-intensity rain events
— Hurricanes
— Wildfires
— Drought
— Tornadoes
— Prolonged heat events
— Snowstorms.

To narrow the field and establish an initial set of cases, judgments were made about the cases that may best represent
extreme conditions. Examples of these judgments follow.

+ The NOAA website devoted to “extreme weather” events, begun by that agency in 2011, was a useful and authoritative
resource on extreme weather events. Reliance on this website may have resulted in the use of more recent events in this report.

» Consideration of how extreme weather events are defined by various experts.

 Consideration of the TRB expert panel’s requirement to have at least two riverine flooding events among the eight
events.

* Consideration of the TRB expert panel’s requirement for geographic diversity. This requirement was interpreted, in part,
as implicating weather events unusual to a region of the United States now and projected to increase in the future,as
described in relevant sources (USGCRP; FHWA, 2010).

* Consideration of the kinds of transportation infrastructure that were of specific interest to the TRB expert panel, based
on written comments from the expert panel’s meeting of August 24, 2012, and a September 23, 2012, teleconference
with the expert panel:

— Multimodal impacts
— Road system impacts (over other modes)
— Local highways (not just interstates).
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* Consideration of the thresholds at which weather may be “extreme” for a given mode, with reference to information on
weather safety thresholds for surface transportation reported by the federal government (WIST).
 Consideration of the dimensions of extreme weather impacts and consequences for an affected geographical area, as
outlined in Levidkangas et al. (2011), which was referred to by the TRB expert panel as the “EVENT study” and cited
as a favorable methodology for choosing among extreme weather events affecting transportation systems:
— Climatologic zone
— Technological and institutional preparedness
— Frequency on chronological or probability scale
— Intensity and severity of impacts and consequences
— Chronology of impacts and consequences
— Geographical dimension
— Economic distribution effects.

The TRB expert panel considered a proposed list of case examples; through this expert panel review, the 2011 flooding in
Tennessee also emerged as a candidate case example. Research and analysis confirmed that this event was an appropriate sub-
ject due to its 1,000-year flood status, NOAA’s categorization of the event as an extreme weather event, and the Levidkangas
et al. (2011) dimensions of this extreme weather event.

Case example interviews Structured interviews were conducted with operations, emergency management, and/or pro- gram
leads in state DOTs where the extreme weather events had effect. Where needed, managers responsible for specific subjects—
particularly programming, financial assistance, and field operations—were included in group interviews. Potential
interviewees were identified during the case example selection process as well as through the assistance of the expert panel
and TRB staff.

Each interviewee received a standard set of questions and accompanying guidance with which to prepare for the interview.
The document provided to the interviewees was an interview discussion guide and is found in Appendix B.

Drafts of the case examples were reviewed by relevant interviewees. Short follow-up interviews were conducted to collect
critical details as well as to supplement analysis across the case examples.

Interviewee Profiles
Extreme Weather Event State Department Number of Expertise
Interviewees(total)
Hurricane Sandy (2012) New Jersey Department of Transportation 1 Operations; Management
Riverine Flooding (2011) Iowa Department of Transportation 2 Traffic Operations;
Emergency Operations;
Management
High-Intensity Rain and \ Tornadoes Tennessee Department of Transportation 1 Operations; Engineering;
(2010) Management
High-Intensity Rain (2007) Washington ~ Department of Transportation 1 Emergency Management
Tropical Storm Irene and Riverine Vermont Agency for Transportation 2 Operations; Programs;
Flooding (2011) Management
Snowstorms (2011-2012) Alaska Department of Transportation 4 Operations; Maintenance;
and Public Facilities Planning; Finance;
Management
Drought and Wildfires (2011) Texas Department of Transportation 1 Emergency Management;
Management
Prolonged Heat Event (2012) Wisconsin Department of Transportation 2 Maintenance; Engineering;
Management
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APPENDIX B

Interview Discussion Guide

Interview Questionnaire

Thank you for agreeing to support NCHRP 20-05/Topic 44-08, “Response to Extreme Weather Impacts on Transportation
Systems.” By answering the following questions, you will provide information that will form the basis of a case example
on extreme weather impacts on transportation and the responses to those impacts in your state. This case example will be
included with seven to nine others in a synthesis report that presents lessons learned and other practices, which can aid your
peers seeking to address similar issues.

The following discussion guide, presented in questionnaire form, is designed to help develop the various case examples in
this research project. The actual interview will track this document’s contents and sequence of questions, but not every ques-
tion will be fully relevant. We welcome efforts to consider your answers ahead of time, especially for Section I, and, at your
discretion, to supply the Principal Investigator with an annotated copy before or after the interview.

I. Interviewee Data and Information on Selected Extreme Weather Event

L. Organizational information
State:
Agency/division (to most specific level):
Name of designated interviewee(s):
Contact information:
Role of interviewee at the organization (current):
Role of interviewee at the organization (time of the event):

Role of interviewee in incident response (if different from organizational role at time of event):

2. Information on extreme weather event
Weather event to be described:
Specific weather phenomena observed (including relative severity, if information is available):
Secondary weather event(s) influencing response to the primary event:
Dates the weather event commenced, including year:
Duration of the event:
Duration of the organization’s involvement over the course of the entire event:

Have you documented the organizational response to this event? Have others?
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II.

II1.

Have you been involved in a research project in which you described aspects of this event? Do you have the citation or
a reference?

Please describe the organization’s major activities in this extreme weather event.
Impact of the Extreme Weather Event on Transportation
Please briefly describe the following items as they relate to your organization’s mission, unless otherwise indicated.

Physical impacts
a. To transportation infrastructure and operations (all modes and including impacts on local transportation facilities)
b. To the infrastructure and operations of your organization

c. To the mode(s) of transportation under your purview
Financial impacts to the organization
Financial impacts to transportation in the state
Economic consequences from the impact on transportation, where a basis of estimate exists
Environmental consequences from the impact on transportation
Social consequences from the impact on transportation
Policy and political consequences from the impact on transportation
Legal issues
Other entities on which your organization relied in managing impacts
Please describe why you would consider this an extreme weather event.
Government Activities Relating to Extreme Weather Events, including Preparedness, Response, Recovery, and
Mitigation as well as Elements of Incident Command System Management, such as Operations, Planning, Logis-

tics, and Finance/Administration.

Please describe, broadly, the level of preparedness (low, medium, high) you feel the organization had for this specific
type of event.

For each of the following areas, as appropriate, please identify best practices your organization adopted or observed in
decision support and in the management of this extreme weather event:

Operations

Maintenance

Design

Construction

Planning

Public communications

Interagency coordination

Data management

Performance metrics
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10.

11.

12.

13.

Other areas of significance under this extreme weather event

Please describe three to five examples of policies and protocols in place to address the needed action under this event
(e.g., evacuation messaging, public safety messaging).

Did you have in place any policies and protocols to address the extreme weather event? For example, please describe
any examples of preparedness for other types of events (security, other forms of extreme weather, etc.) that the orga-
nization had in place that were recognized as useful to this extreme weather event by management, operations, or the
front line.

Please describe any challenges you faced in responding to the extreme weather event (for example, lack of data/infor-
mation needed to respond appropriately).

Please describe successes in responding to the extreme weather event.

Please describe the scope and duration of the Incident Command System, if any, invoked at the time of the extreme
weather event.

Were there preparedness policies or other directives and requirements that conflicted with or confused the response to
this particular extreme weather event?

For this extreme weather event (and, broadly speaking, the timeframe within which your organizational managed it),
please describe the top three to five most effective resources, processes, and other tools associated with each of the
following, where applicable:

a. Preparedness
b. Response
c. Recovery
d. Mitigation
For instances where an event’s severity built up over a long period of time or had a sustained impact requiring ongoing

and non-routine management, please name or describe the stages or phases of action your organization developed to
manage the event and any process invoked or developed.

Please describe the procedures for collecting data, observations, and narratives that will document and record the scope,
severity, and other elements of the extreme weather event. Are these collected in a standard way? Are they usedto inform
decisions in a routine or replicable way?

Please describe interagency coordination before, during, and after this event, including coordination (if any) with local
governments, National Guard, police, adjoining states, private operators of transportation (e.g., freight rail, intercity
bus), transit, and other modes.

Please describe the communications efforts for this event, taking into account and differentiating among initial and
later phases of the extreme weather event.
a. Describe communications

i.  within the organization

ii.  with other state entities

iii.  with local entities

iv.  with each federal agency

v.  with the public generally

vi. with affected individuals

vii. with communities affected by the event directly
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viii. with communities affected by agency action, such as detours
ix.  with the media

x.  with interests groups, such as private contractors, freight carriers, unions (internal and external to the
organization).

b. Describe the most effective forms of communication (e.g., social media).

c. If social media was used for communication to the public, were there instances where social media was solely
relied on to relay certain information? Describe how technical information that helped determine hazards and
risks during this event was discovered, vetted, and communicated.

14.  There are some emerging practices for addressing the increases in frequency or severity of extreme weather events.
These include

+ Positioning your agency for reimbursement from federal programs

* Pre-assigning internal roles

* Determining the use of detours

+ Utilization of GIS (e.g., to identify hotspots, problem areas for maintenance)
» Public works emergency response mutual aid agreements

» Timely advocacy for more investments in studies for mitigation options

* Improving public communication.

Do you agree with this list? Please note those points that are irrelevant to your example of extreme weather in Section II, even
when important in other instances. Would you add other activities, based on the specific instance you described above? Please
detail the elements these additional activities that were successful for your organization or a case similar the one you described.

15.  Please describe the funding sources used to prepare and respond to the extreme weather event and any challenges
associated with securing funding. For example, describe the forms of funding used at each stage of the event and the
following mechanics of their use: transfers among accounts, expedited requests, leveraging of the funding sources, etc.
What data were needed to justify the request or allocation and the accessibility of each data source?

16.  Please describe your satisfaction (low, medium, high) with the ways your organization used the financial analysis pro-
cess (that for routine and for non-routine or emergency circumstances) to render decisions during the extreme weather
event.

17.  With respect to financial processes, please describe examples of innovation, streamlining, and/or collaboration that you
wish to share. For example, did your organization assign specific project numbers and work codes prior to completing

the work?

18.  What were the methods for estimating cost, tools used in cost benefit, and other analyses used during the event, and
what, if any, improvements have been instituted since?

19.  Please describe how your organization used geospatial data and tools to collect and share information on the extreme
weather event. Did you also use this information to make financial decisions?

20.  Does your organization have ways to measure response to an extreme weather event?
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APPENDIX C
New Jersey - Preparedness Presentation, Including FHWA Process

Ghorbani, Ahmed, “Emergency Preparedness,” PowerPoint Presentation, NJ Department of Transportation, n.d.

Emergency Preparedness
Ahmad Ghorbani

Manager, Bureau of
Bridge Maintenance
Engineering and
Operations

Eligibility for FHWA Emergency Relief Funds

»  Natural Disasters:
floods, hurricanes,
severe storms

» Catastrophic Failures
from an external
cause: Rt 80 bridge
fire

Rt 287, MP 44.7, NB, Boonton Town, Morris Co.
Shoulder VWashout
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Repair Types

Two Major Work Repair Categories:

» Emergency —~Temporary

» Permanent

Emergency Repair

» Restore Essential Traffic

» Minimize Extent of Damage
» Protect Remaining Facility

» Work that cannot wait for finding of eligibility and
project programming - Does Not Require FHWA
Approval
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Permanent

» Restore highway to its pre-disaster condition

» Must be approved and authorized by FHWA in advance of

performing repairs

» FHWA engineers visit to verify extent, cost and eligibility of
damages

Emergency Incident

Bridge Collapse due to scour - Route 70 over Friendship Creek

Re. 70, MP 20.40, EB &WB, Su# 0310-154, Southampten Twp, Burlington Ce.
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Emergency- Temporary

Emergency -Temporary Repair to restore essential travel

Re 70,MP 20.40, EB & WB, Str# 03 10-154, Southampton Twp, Burlingron Co.

Permanent

Permanent Repair to restore highway to its pre-disaster condition

Rt 70,MP 20.40, EB &WWB, Str 0310-154, Southampton Twp, Burlington County
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Emergency-Permanent

Emergency!/ Permanent Repair

Report Submission

» Initial

~ Final
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INITIAL SUBMISSION FLOW CHART
ER Call

| Route, MP, Structure #, Twp, Couniy, Damage Description |

+
+ 1]
CREW Ahmad/Harish |
s [ rsmtomm |

Assign to RE

¥

RESIDENT ENGINEER/CREW SUPERVISOR {include info in
DWR comment field):
*F Investigate Site
# Assess Damages
Assign 10 ¥ Determine Work Type (Temporary/Permanent)
RE/CREW ¥ Take Initial Color Photos (Label with Rt, MP, Direction,
SUFPERVISOR Damage Description)
¥ Record Measurements
Ao, 48

Assign to PM

Estimate Cost

i

| Project Manager-Review & Combine |

!

| FHWA Coordinator (Teresa Goslin) |

submit 1o FHWA

Initial Submission

I.  Receive call out for emergency (Rt, MP, Twp, County, Damage Description)

2. Crew Supervisor inspects Field Site/Resident Engineer inspects with
Contractor’ s Coordinator to assess damage

3. Determine the type of work
» Emergency-Temporary/ Permanent

»  Take initial color photos (Label with Rt, MP, Dir, Structure # if
applicable, Damage Description)

= Record measurements

»  Estimate Costs
7. Crew Supervisor — notify Region of site status
8. RE - prepare and send ER Spread-Sheet to Project Manager for review
9. Project Manager review & send to FHWA Coordinator (Teresa Goslin)
10. FHWA Coordinator submits paperwork to FHVWA
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ER Spread Sheet

Event Name:

Tutal Sites:
Updared:
§ g |8
= ‘ = e < | 2el,
g 5 |#la E i 5 E-%E
£ lelalel.[31E]E 2 (BlE2 2 2 Bz 522
EleleZl2ls|2E /2|05 cml8 F = 5|5 |8|=|B|E
S35 eS|l 558512125 5 g gl=8|815IS]
S R R £ 8 818 18| 5122
(2| 2= Zls |¥a|EE|E £ 5 HERE S
| E o | d i & [ A R -
| 8] [Z| |2 | LB
3 fa S = | 2EIE
| &} g
Labor | Equipment, Material | Labor Equipment Material E
| | | |
FINAL SUBMISSION FLOW CHART
Contract State Forces
RESIDENT ENGINEER: CREW SUPERVISOR:
= Establish WO number for all billing = Use MMS to track site cost
* Prepare “DC-144 (a}" in detail, daily = Prepare DWR - info in comment field
= Tuke daily phats, label with Route, MP, = Take daily photos, label with: Route,
Direction, Location, Damage Description MP, Direction, Location, Damage
* Prepare & submit FINAL ER Spread Description
Gilie = Prepare & submit all labeled color

o Include all Invoices, color photos,
as-built, & proof of final payment

t !

ARDII:'ET MANAGER: \

= Prepare FHWA reimbursement Package for each site
1) Cover Summary
2} FHWA 1547 —Detailed Damage Inspection Report
1) Straight Line Diagram — in color and labeled
4) Google/Bing Map — in color and labeled
5) Supporting Documents as prepared by:
a) Contract RE - actual costs; invoices; as-built; proof of final payment; color before,
during, and completion photos
b) State Force - run DWR Parameter Report in MMS

photos

= Combine all sites and prepare FINAL ER Spread Sheet

N st

| FHWA Coordinator [Teresa Goslin) |

| FHWA |
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Responsibilities of Resident Engineer

i —— R —— —

| State Force

| = Prepare DC-144(a)in detail, daily
» Include damaged area dimensions in
DC-144(a)
| » Take clear color photos daily, to
document work progress

» Take clear color photos daily, to
document work progress

| Contract :
| = Establish work order # through Client f i » Use MMS to track site cost
Application for all billing ' | - Prepare DWR in MMS
|

| » Caption photos with: Rt, MP,
Direction, Location & Damage
Description

~ Caption photos with: Rt, MP, » Prepare & submit all labeled color

Direction, Location & Damage photos
| # Prepare & submit FINAL ER Spread
Sheet

i |
|
Description \ i » MNotify Region of site status
|
|
|

» Include all Invoices, labeled color
photos, as-built, & proof of final
‘ __payment Il !

Responsibilities of Project Manager

=Prepare FHWA ER Final Package for each site:
Iy Cover Summary
2) FHWA 1547 — Detailed Damage Inspection Report
3) Color Straight Line Diagram - Labeled
4) Color Bing/Google Map - Labeled
5) Supporting Documents as prepared by

a) Contract RE - actual costs; invoices; as-built; proof of final
payment; color before, during, and completion photos

b) State Force - run DWR Parameter Report in MMS

=Combine all sites and update ER Spread Sheet
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Sample
Documentation

Before Pictures

Night time picture Day time picture

Rt 287 at Rockaway River, NB, MP 44.4, Boonton Twp, Morris Co,
140" x 18" x32’, right shoulder eroded & wash-out due to abutting Rockaway River size &
force

FDA, Inc.

108




Before Pictures (cont.)

Rt 202 over Branch of Mine Brook, MP 35.42, Structure # 1809153, Bernardsville
Boro. Somerset Co, washout & undermining

During Pictures

Rt 287 at Rockaway River,
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Completion Pictures

Rt 287 at Rockaway River Rt 202 over Branch of Mine Brook

Cover Summary
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FHWA-1547 Detailed Damage Inspection Report

DETAILED DAMAGE INSPCCTION REPORT
MThis &3 Cods rol-skd Highways|

ew Jersey Department of Transportado)

Raily Boork Beport
.
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DC-144(a) (cont.)
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DWR Report
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Straight Line Diagram

A-BE (Wt o Emmiy Ml Fonts . B6 GO0 G5 GO0

r s — =5 =——

_T':ﬁ-ir.—'ais'mtu:_ T R R T

Conclusion : Make the Effort

FDA, Inc.

114




APPENDIX D
lowa—After Action Report

Missouri River Flood Coordination Task Force Report, Missouri River Flood Coordination Task Force, n.d., 53 pp. (Missouri
River Flood Coordination Task Force)
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Executive Summary

A full years worth of rainfall in the Upper Missouri River Basin 1 late May 2000 aimd heavy snowpack in the North-
crn Bockles—morne than 200 percent above normal—worked rogerher o create the longest duranion food evenr i

LS history in western lowa during the summer and foroche fll of 2000,

Impacts of the Aooding were significant, In Sioux Ciry, che Missouri River was above flood seage tor more than 80
s berween eacly Jooe and bote Avgust. Beleases trom Gavins Moint Do in Sourh Dakora, the last Jownstream
b, were e than donble the previows record release leved snce the dam's construction in 1935, Ar the heighe of
the Moevding, @ TS-mile sreereh of the Missour Kiver lad no open highway crossings. Warer several feer doep fan over
readways for more than fowe monchs, and the looding evenr closed approsamarely 60 miles of roadway, ineluding
parts of Intersenzes 29 (1-29) and 680 (L-A80) that remained closed for almoss 100 days. A global decour established in
Jumis was i place for mone chan 100 days 1o redinect eraific aroand e closore of T-29 00 western lowa.

Purpose of This Report

Thiss report sunmarizes che observanoms, reflecoons and conclusions of those most megral m the food pesponse. The
feport provides 3 copcise simmary of the lessops beammed from participants o the 2001 fllood mesponse, examining
events dirimg the lood and the inital steps taken owand reeovery, The report is net meended §0 provile 2 compre-
lensive analysds of the lowa DOTS response to the 2001 Missoun Kiver oo,

Methodology

Thiis project began with the ulentibeation of key personnel from within the hvwa DOT and among the external
pariners imvolved in the (haad response, Contact information for the 28 particpants in this progecs appears in Appenila
A

Paricipanes were asked o complete an online survey codsisting vl 14 giestions, (Survey questiuns are provided in
Appendix B A tollow-up selephone mierview with cach parsicipant addressed additlonal guestions amd allowed for
further examimarion of survey responises, (Hnoervlew guestions are provided in Appendis Co Content for this reporr i
drawn Froum the survey and interview resules.

Lessons Learned

Thie bessons learned wrilled fromm thee chservations of pamicrpants mn the rsporse wd lostlal meonvery efforts appearin
five sections of this repore:

Information sharing and communleation,
Staffing.

Precision-making.

e and rechnology.

= Mitigation measures,

Each secrion provides background om tie fopic, an analysis of sievey resalts and addinnmal perspective gleaned irom
intervicws, and tremds or disparities o opinion, The sectioms Close witde @ sumimey of te iecommended practioes thar
van servie as & ready reference for the lowa DOT management responsible For Future food response opeeations i the
seate. This execurive sumiary focuses o the best practices (dentifed i each popic area.
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Infarmation Sharing and Communication
The Lo POT nsedl s range of communication gools and practices oo manage the flewned reaponad, eal pracrices ane
classified in theee ropic areas:

Identifyimg the Participants. Key 1o the communicarion prodess (s identifying ehe right players and invalving them
carly, Esealblish a core greoup that expands as negded winh the stafl required 1o address the pssies at hond, andl
engage neighboring states immedianely W appears @ regronal detonr will be reguined.

Structuring tre Meetings. Sce i goal and purpaose lor meerings of the project weam, and carchully stricire meeting
apendas o move Trom general informorion sharing oo omore deaibed discussions,

Crafting and Delivering the Public Message. Fstablish consensus on the narure and exrent of the public mesage

1o ensure delivery of a eonsiserm message that quells mmaors, and idermify a pomr person for managing the
infermation flow: Implement a policy thar idenrifies the agency’s philasophy with regard o detours—regional
ot localizerd—and deseribes how informanen abour detoors will be disseounaced. Evaloate the oeed fora

call ceneer to respond 1a priblic inquidies, dnd clarify the role of the stare’s §11 websire in delivering traveler
infrrmation,

Staifing

Tarticipangs offered a positive assessmaent of the staffing practives employed during this ever. Possible enhaneemens
fur wraffime fwnee events inelude rhe carlier invilvemenr of stare apencies with responsibiliny for permiring and other
early recovery-relared fssues, participariom by represeniatives from the divisivns and offices within the Towa DOT that
can bringa necded expertise fo bear, and a casc-hy-case analysis of the appropriate we of consaltants. Other recom-
mendations relivans to prolonged events such as the 2011 Aand inglode involving contractors in response effarts when
internal resources are limited, and designaring a small grodp o foces on recvivery as activities pelared to the response
proceed.

Decision-Making

P praerices in the area of decisionsmaking resded ro focnson three areas:

fnvelving the Right Peaple. Eer on vhee side of inelusion whien developiog the lise of pareicipants in an event response.
Ensure the early aned effective enpagement of the Towa DOT management, Saewide Energency O perarions
{SECP) stalf and eepional parmers. Use the ciecumstaiees of cach event o ginde rhe cxrent ol ongiing manige
mient partecipation, and encowrage the active vogagement of lowa DOV disteict staff i decsion-makng and
ilennifying mnovative solufwins,

Structinng the Decraon-Making Process. Provade clear direction un the guals for respunse and instial recovery, and
expedite deasion-making with a small-grmop structure for progecr-lovel decesisms and confidential marbers.
Eastire chiar staff is tramed and conrdisare an ageocywade implementation of a formal incident cominans
system, Whea possilie, use establisled vemdbars or resoirces already under conreact ro conrrol spending aid
avid duplication ol effor,

Menaging the Transition from Respanse to Recovery. Establish 3 separate working group that begins work on recovery
carlier in the event whibe others manage the Moo respanse, and look fur ways ro more effecrively engage
womtraceors earlivr In the recovery process, Aviid secking the “perfoet™ solution when preparing designs for
emergency repairs, and use innovarive contracting practices 1o expedite reconstruction proficts,

Data and Technology
Key o a suceesslul flovd responise i obiaining early and eomprelensive data and informarson from the Natgonal
Wearher Service (MWS) and ULA. Army Corps of Engincers (USACE) aboun the porential for looding. Another critical
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component of the lows DOTs flond response tonlbax was irs effecrive nse of LIDAR (light detecrion and ranging)
data o prepare imumdanon predicoons. Updared photogrammetry also proved helpful to augmenr aerial photography
and gain a berrer sonse of the extent of the damage and help start recovery effarts, Intelligent transportation syssem
{ITS) components can be used to even greater advantage in futare events, with portable mmeras monitoring waner
levels ar ramps aod antersecrions prone to fooding during heavy ram events, dydaniic message signs (M Sa) thar
norify rravelers of decour ronites, and highway advisory radio (HAR) char can fll in gaps when cellular communica-
tions are mrereupred. Fxpambed development amd wse of traffic and geographic informaton system {GIS) relared Jata
can also contribute t an effective flood response.

Mitigation Measures

Muounting an effective flood response requires careful selection of mitgaton sites and measores. Participanis
highlighted the impartance of selecting a mitigation measuree that best firs the circumstances of each site, giving
comsideranion to the sites length, location, available resources and time availabibe before overropping becomes a
significant cancern. Cost-benefir analyses can be helpful when companing equally apprapriare measures. An analysis
of inundarion predictions is part of an effecrive aurigarion strategy thar assigns mitigarion resources (o locarions

where they are most likely o help.

Keeping abreast of new mitigation rechnologics and entering them in the ageney’s purchasing system provide ready
access oo a range Of cutming-edge mitigation ools as they are newded. Maincaining the agency’s enthusiasm for
innovation will be critical when implermenting new, and pechaps untested, measures that show potential for salving a
unigue problem.

Conclusion

The severity and durarion of the 2001 Missouri River flood challenged those individuals engaged in the responss and

initial recovery efforts—from the lowa DOT staff to the local, regional and Federal partners thar provided invaluahle

assistance and support. In offering their observatjons abour the bessons o be leamed from responding 1o this evenr,
contributors 1o this report often described the opportunities for improvement in the context of enhancing an already
effective provess. Responscs to future events can benefic from not only the bese practices identified in this reporr,
bur also from the spiric of cooperation, enthasiasm for innovanion and comminment o public service exemplified by

those respoending to the 20171 flood.
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A full vears worth of rainfall in the Upper Missoniei River Basin
in bate May 2010 and heavy snowpack i the Norchern Rockios—
more than 200 percent above normal—worked wpether ro create
the longest durarion Oood event m LL5, history in western Towa
durmg the summer and joro the Gl of 20171

Impsrs of the fooding were significant, ln Sioux Gy, the Mis-
seiri Fliver was above Toad stage for maee than 80 days berwees
carly June and kate Augost. Releases from Gavins Pointe Dam o
Sonth Diakota, the last downsteeam dam, were more than double

the previows recond rélease level since the dam's construction in

’ ; . . ;  Eszistae sl m b Uppe’ Misioun River B cosrnbinsd 1o
1935, At vhe height oof the flooding, o 75-mile stretch of the Missori g sammer lng looding m wesem low in 2081

River had no aopen bighway crossings. Warer several feet deep rom
over roadways for more than four months, and the Mooding evenr reguired the chasure of appeoxitanely 60 miles of
roadway, incloding parrs of 1-29 and -680 char remained closed for almose 100 days. A global deraiir cstablished in
Jumie weas i place for more chan 100 days oo redirect teaffic around the losure of 1-29 inowesteen lowa.

Purpose of This Report

This report summarizes the phservatrons, reflecions and conclusions of those most inegral to the food response. The
report provides a concise summary of the lessons learmed from participants in the 2001 food response, examining
evenes during the flood and che micial steps taken toward recovery. The reporr i3 not intended o provide 2 compre-
hiensive analvsis of the lowa POTS response to the 2011 Missoun River flood,

2. Methodology

This project began wirh the idenrificarion of key personnel from within the Liwa IHOT and among its exvernal
partncrs mvolved in the food respense. Conract informatina for the 28 participants in this privect appears in
Appendis A,

Partsapants were asked fo complete an onlinge survey consisting of 14 guestions {Survey questions are provided
Appendin B0 A follow-up relephone mrerview with wich participant addressed addioonal guespons aod allowed for
further exammnation of survey responses, (nerview giestions are provided in Appendic C) Contenr for this reporr is

drawin from the survey and incerview fesulrs,
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3. Lessons Learned

Examination of the lessons learncd s focused on fiive key elements of the flood response:

+ Infarmarion sharng and communication.

= Staffing.

* Decision-making.

o Ihara and reclhing oy

* Mingation measures.
Fach of the following sections inclides background on the topic, an analysis of survey resnlrs and addirional
perspective gleaned from interviews, and trends or disparities m opinicen. Each section closes with a summary of the
recommended practices thar can serve as a reaily reference for the lowa DOT management responsible for futare Hood
response operations in lowa, Lessons Jearned thar oot across topic aress may appear in mare than one secrion of the

Feport,

3.1 Information Sharing and Communication

Cenrral 1o the lowa DOTs management of the lood evenr were daily conference calls with local, stare and federal

parts
which allowed for che sharing of agrial photos, maps, plans and videos displayed during the meetings held ar the
HOT Ames Complex, The daily meerings transitioned 1o weekly ealls in Augost and lasted inro Cerober. The calls

s that began on June 3. The teleconference mectings were broadeast over the Interner via Adobe Connect,

were coordinared by the [ovwa DOT SEOP siaff and documented in Operarional Stages Repores thar were disgribured

o czll participants.

In addirion to these daily calls, rwo other sets of conference calls were held. A weekly call with lowa, Kansas, Mis-
souri and Nebraska provided a forum to discuss and coordinate detours, especially the multistare glahal detour
cstablished in June as 1-29 and [-680 were closed m western [owa. The other comberence call was a daily call bosred
by the USACE. Thax large-scale meeting addressed many of the pertinent msoes, serving as 3 single dissemination poinn
for USACE information and an opporrunity o share informanon with the media, While the lowa YT did not hose

these calls, the agency was a Key parnicipant.
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The public information officer in the lowa DOTs Office of Public Affairs managed exrérnal commutications. Infor-
marion was provided to the public theough a variety of chamnels, as indicated in the rable below.

Public Information Sources

Fload Website 511 Welsite Cafl Center
Number of Site Visils/Calls 32 inilkion 51BN sy 201 50,000
Huours of Gperation 2T zZar? T
Penod of Operatian Fivee irwastls € hvgpoirng: [ive weeks

Miws teliass, duronr iraps, Mapy, road reparrs ogenddosed Do, gronnr-sa-pon
“Type of Information apenithosed Missotai River Iivnouiri Baver bridae erodangs,  ditemions

brudge crodmrmg, links i 511, electroms sigws, cameras

s

+  Avilable suyine +  Availahle anytime = Absory v speale with

+  Vapity of informancn + Vasiery of mformansn ol :

. . . i i = Cestomzed trave
Advantages Widde avhence - m::;:l:rw < o,

+ Lnnskfent message

= N personal aitac v Na personal congct o [upited henrs of scees,

+ Informanan may o be + Lack of csmmezed movel + More rargeted sudienoe
ﬁdﬂmﬁ CCMrEvie wnifrrmmaten o |nferrmatssn iy nor b

+  Lack of cosmmiied frave] el

infoerranEmn v A challenges

This event marked the first time the public ssed smarephones ada primary mechod GF obraining mformarion abou an
emergency. Mamy moronsts accessed the flond websine and the 311 site from their phones before and during travel,
illuseraring how rapidly changing rechnalogies require agencies to adapt when delivering emergency information to
the pulic.

3.1.1 Daily Conference Calls

Oine of the most commoaly held opinions among the mierviewoes
was the need to miroduce flexibility durng rthe daily conference
calls and avoid becoim g mired in details. Pamicipants nored rhat
the inclisiviry of the calls, while important, led rosome inefficien-
cies. Orver ome, the flood management team modificd che daily
call agendas to bemn with high-level discussions and worked into
discussions thar were more detanleds As the discusaons contmed,
seafl withour direct responsibilities could exar the cills,

Many participants recommended scheduling meerings wirk subsers

of the larger ream o malk aboue specifics and deal wich rargeted ;:a"r'::ﬂf *"'“'n]l;l'&i :‘:’“ the pateit of e flaading an 125
issties, bringing in key management as needed and ensuring thar

the subgroups liad the appropriate oversighr and direciion. Phasing

participants i 2od out of the daily or weekly meetings based on coment events was recommended, As a proleoged
lood response centinoes and some recovery efforts begin, the transiion to a smalker, more agle groop could belp
expedite decsion-making.

Several participants noted char while the conference calls were eritical 1o keeping sl informed of evenrs on the
grotnd, they camnor replace on-site visies, and récommenad thar members of the Dood manigoment ream make regular
om=sire visirs bosh during the evenr and as the warer recedes,
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3.1.2 Communicating with the Public

The lowa BOT emploves] 3 range of tiols 10 keep the public informed of road <losures and other impacts of the flood
event, More than aoe-thind of particapants tofed the ageney's 511 service when asked which eifores proved mose
eftecrive in commil nisating direstly with the traveling public. The remaining participants were almost evenly divided
i citing the call cenmer, Moo websive, and television and radio as mos effecive.

3121 Flood Website S

e N gl el
While rhe loud website offered a broad mmge of informa- e - - ==
tiom for the rraveling public—from news releases and photos ? =l g *_‘ 3 ﬂ"'

to links o neighboring states” resources—pariicipants
expressed cancern abooe the floed website's display of
detinirs. Af the beart of the isshe was a difference in phi-
liksophy @ bour how po present detours—a regional approach
tliat encourages the wee of a global derour urilizing Interstane
highways and infurms the public of closed routes, contrasred
with a micro-level approach that provides rravelers with
custamized routes using lecal primary roads and limiting
or-ofdistance travel, TS frabel demie ma M dppessed on the agenny's Koo

estente pepsiad travelers with § wide ranpe of infoemation sbaut
While some participants reported a concern aboue the fland ol dipswies and dettis foutes

wehsite’s cffeer in deflecring rravelers from use of lowa’s 511
site, orhers highlighted a lack of consistency berween 511 and the Bood welsire, olserving thi (t was critical
For informarion on the food website fo be as currenr as the real-fime 5171 sire.

Differences of opiuon were also pored regarding the rype of map displayed on the website. Technical seaff
advecated tse of a GlS-based map thar would allow For additional decail, including LIDAR dara, GIS layers
anid historical photography, while the Office of Public Affairs recommended veing a Google map, which was
selected for wse oo the Aood website because of its commuon platform. While they disagreed about the useulness
ol a particilar type of mapping, participants were in generil agreement than the Do map was well used and
positively receivesd by the public,

3.1.2.2 Call Center

While por gired 10 survey responses as the most effective practice o communicate with the pubic, in ineeviews
st project participanrs with anawarcness of the call cenrer’s acnvities described the call cenrer as ain effedtive
means of disseminating informarion m travelers. Many noted the call cenrer servedd as 3 roure planner for the
general public, providing paini-to-point travel information that might wor ke available through sources such as
the lowa 511 website, lowa DOT Hood website aod DOT news rebeases. Maoy participants also noted that the
call cenrer was well received by the public,

Onily twe interviewees commeénted that the cll center was unnecessary ot eflective, iting nther, mor:
effective methods to dissemivane imforavanion such as 511 and the food welsitg inconsistencies berween the

In Barmmation provided by the call cener and ocher informarion sources; and the high tesonres detmand reguired
o provide the traveling public with detailed rravel informarion. Conversely, other interviewses described the
<all center as imperartive because of the extent of the detours and the amount of sut-oi-distance travel reduired.

While participants were gencrally supportive of the call conter, some observed thar the center’s prowvision of
custamized. point-to-point directions thar utilized local roadways operased at grass-purposcs with the global
desonr, which kept traffic off local roads, Others expressed concern thar establishing the call center worked
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against the lowa DOTS standard approach of
encouraging the traveling public to nse the 511
syistem, and the centér may have suffered from
providing ourdared informanon that could have
catmel delays. A dearth of regional or local media
coverage may have exacerbared the challenges in
communicanng with the puldic, with reavelers
arrivireg in affected arcas unaware of the fooding
amd armed with a GPS devicd that did noe reflec

roxad chosures.

Aumpthese: fror oo 90 opcrators. skaffed the cal center st any one time, ity
apen fioan J am. 6 8 g

Seaffing the cenver with volunteers front 7 a.m. to

% p. alse proved challenping, as did the structure and managemen of the call cenver. which lacked privacy

anid call montroring ools,

3.0.3 Assessing Communication Practices

Survey respondeite wione asked 1o rare th effectivencss of some of the informarion sharing pracrices usad
during the flood respanse, The use of the Adobe Connect video connection received the highest average rating
among the practices considered. The bar graph below illuserates the average rating for each practice (5 =
extremely effectives 1 = nior at all effecrive)

Pargicipants reiterated the benefits assodiated with the daily calls and video acoess during interviews, with the
Wb component viewed as o particularly effecrive way to ensure that all participants had access to critical
information in the form of acrial and sill phooes, and GIS dara,

The involvemenr of staff from a range of disciplines was viewed as both helpful and somewhar problemaric, in
thar thee large number of staff participaring in the calls, parricularly in the early srages of the fload event, meant
thar rhe daily calls were quite lengrhy and could be reperitive. Several interviewees noted thar this was resalved
as the event became less dynamic and fewer people wiere involved jn the daily calls. Most participants felr

course canrections were made as lessons were learped.

Phease rae the sflectiueness of he Sollowing information shaving and communica- Survey respondents were almost evenly divided
Bon practices whed during the Bood reponic. on the question of onnecessary duplicatwon
s bt oo e e 1 s, of wifort o wrms of information sharing anocd
il e ke b | cursmmmication. Those whao fele there was

Lo bl bt PR and Armes it R . g ol s
i | duplicarion most ofren noted 511 provided
Dieschndion bty ki d s ad [ rravelers with the necessary informarion, and
[T FERTIT TN

ather efforms to provide rraveler information—

1 kb L il ssgendey and] 1) _ +
o 1 1 th call center and the flood website—were

i ks riilin i wlomiony vl £y e e,

L il kit petneretnen chivem ennberetee: el — duplcarive

[T 5] L 2o ik (T CATY

Mpesape ratings of the effeciveness of information shanng 200 ComymUnCEDN pradmoes
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Spotlight on Best Practices:

Information Sharing and Communication
Identifying the Participants

= Caonsader the carly copgagenienn of DOT divisivns or offices thar may, assast 10 the Goml response, including
frone-line suppore seevices that handle equipmicnt, signy, purchasing, snd reaffic and safery as well as rescarch and
veclinology.

= Establish s care group thar expinds as peeded with the stalf noquined o addness the fssies as hand thag lay,

« Enpage neighbiring staves immediarely i i appears 3 cegional devour will be required.

»  Emsure thar ill ¢communicativn with cegard 1o reglonal or locl derours is provided in a2 fimely manner.

Structuring the Meetings

o Seta goal and purpose fir project feam meetimgs
o Carelully sructure mevring agendas ro move from geocral information sharing o mere desailed discussions.

Crafting ond Delivering the Public Messoge

» Fasrablish consensus on the narare and &xemy of the public message and emsure delivery of a consistent message.
o Diesignate one ipdividual within the DOT as the parry responsible for managing information flow.
o lmplement o palicy that idennfics the agencys philosophy with regard ro detuurs—regiomal or K lized—and
deseribes how information abour detoors will be disseminated.
= Clarify the DOTS posivion on the prumacy of thie stare’s 517 site as the sonrce for traveker infarmation.
= nstitire regular promprig ro these contriburing information o an event-pesiic website ro ensure thar the s
infeematicon s accurare and wp-to-die,
«  Evaluare the need for-acall center to respond ro public mguiries, taking into consideration the extent and narure
of au event and available resources.
= Rire thic call cenrer team in one room with a cubicle design o enbance privacy.
= Considder the nve of a software progeam thar provides stagisues on caller volme.

3.2 Staffing

The Hoodime evenr atfecred ewo of the lown DOTYS six districes. While the impoacr was fele in both Disteicrs 3 amd 4,
Mool damage was much more exromsive in Discrice 4. Dn addicion o experiencing more damage, Disteic 4 lacked o
permanent Distrier Engincer during the fooding, To address resource and stafiing challenges, consulvanes in District
4 handled vne aspecr of the prelimimary recovery effor—preparmg damage asscssmenrs: internal o ff complered
damage assessments in Districe 3.

Rescurces from nther DOT districts wiere moved to westeen Towa B assist with the flasd response while some ssaee
resonrees were used to support the lecal flood fight, Moonnng an effecrive response to the fland event reqoired a high
degree of coordination between the districts and Ames Complex.

The prolonged lloodmg kept staff engaged in responsesrelated efforts from June throogh Augast, with some staff
starting recovery work momod-laly. The pace of the recovery werk fereased in Seprember as the water receded and
continued mroe November, when the comstruction season ended. Minar work contimies as the 2002 construction
season hegins.
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Typically, the response ta a flonding evenr is much shorrer in durarion and rhe Towa [T s able to moune a self-
contaiped respense thar wrilizes DOT resources, supplemenred by rescurces made svailable through a gevernors
proclamanan. For example, Department of Corfections inmates may be vded 1o support sandbagging e florts,

Adter flonding began, it soon became evident that the magnirode and duration of this lood evens would force the
T I¥OT g Ik bevomd sraditmnal resonmees for assistanee with the response, The agency conrmeted] our respomnses
relared acnivitics such as tstalbing and temoving fond Bartiem, delivenng fill marermal, clenng debis and pumping
warer 1o clear roadways—rasks in-liowse seaff would rypically complete during smaller Aol evens—parntly o ensure
the flod responrse conld continue unabated and deadlines for federal reimbursement could be mer, See Inimial Recov-

ervi Completing Damage Assessoients below for maore informarion abour the federal reimbursement progream.,

3.2.1 Gauging the Appropriate Level of Stafing

Survey respomndents were asked o indieate whether they would recommend
additionaliother staff bo manage the future response activities. At least three-
yuarters ol fespondents indicated thye kevel of saff mvolved was approprate.
Beslerwy are recommenidations ooffered by those mdicaring that participarion
comlil be improved:

« Flood manggerment feam, O3 e the wagnitude of the event 1= realized, -
clude s pecessary DOT offices thar can suppaort the prolonged response,
.z, Dffices of Contraces, Purchasing, Location and Environment and
Systems Planming,

« District offices. Formalize imvolvement of garage supervisors,

= State of fowa Departments, [nclude the Towa Depariment of Marural
Respurees (IWIR) for permiting and relansd issues and any orher seare
agencies as needed, sugh as the Towa Department of Public Healch or the
liswa Deparmment of Human Services. "

= Comtractors. Centralize the processfresponsihility for making vender Thas sl e s Pt i Feltamlimie
EhaEacs:, Couny 17 il Wiy 3001

Almost 90 percent of respondents noted s sigmificant duplicarion of effor
with regard (o staffng.

3.2.2 Initial Recovery: Completing Damage Assessments

Bonh dhistricrs were required o submit Derailed Damage Inspeerion Reporrs {DDIRs) for Tood damage sites on poael-
ways or beidges thar aceon a federal-aid highway, (See s ibiwa bt goy/ reportsfertn) hwa | 540pd] for a sample DT
form.) FHWA uses DIRS ro desermine the scope of a projecr and its eligibiliry for reimbursement for emergency
repair wisrk through FHWAS Emergency Heliet (ER) program,

The ER program provides funding for repair and restoration of highway [acilities to predisaster conditions, An
agencys reimbursement share depends on when the damage is repaired, and the work has to-gualify asan emongency
repair amd be complersd within 130 Jdays of the Peetidential Disaster Declaration, I the repair of an approved sie is
gompheted within the 180 days, the sive b= eligible for 100 pereent reimbursement, Afrer |80 days, Interseane sives are
eligitily for o $OF0 cosr share; non-Interstare roadways are cligible for an 3020 cos share,

There was a chear consensis amnng project participanrs thar the differing approaches to bandling dimage assessanents
in Disrricts 3 and 4 reflecred an appropriare vse of resources. Wirh exrensive damage and a deadline loowning, sraff in
hath districes and the Ames Complex noted 11 would have been difficale for Distrior 4 staff po complete its assessments
without consultant assistanoe.

AFTER ACTION REPORT: 2000 Missouri Kever Florduong 13

FDA, Inc. 128




An FHWA accommondarion also helped o expedine rhe assessovent process. Typically, FHWA requires a DDIR for
every sibe. For this event, the lowa DT was permitted ro complite DDIRs for sections of affected roadway rather
than fior every damage site—for example, culvierts or shoulders—requiring repain Both districes completed damage
pssessments in a timely manner, and from a controct perspectivie, there were no differences identificd berween the

A,
Participants did evmment oo patential advantages ta both approgches

o Damage assessments completed by mrernal staff may have provided more deadl.
s Assemaments compheted by jorernal stalf could benefn from an understanding of the assesnent process gained
from dealing wich damage from previous floads.
= Penefirs of having convractors complete both distriees’ assessments include:
= Consistency in project repocts and information flow,
= aAbility to respond maore guickly with i consuline,

Spotlight on Best Practices:
Staffing

»  Llse this event’s stafling praciices as @ staring point 1o créane o remplate for farre evenrs.
Isvalveall DOT offices affecred by the event or with expertise that could ad in mmoagme the evenr from the
wrinsel,
»  For events of long durarion:
o Apek the assistance of vendora, contractors or other ouranle resources, as tecded, 1o ensore the nmely
completion of response-related aerivitics.
o Designme a small group o focus on recovery s response effoers contie,
= lovolyestate agencies with responsibilicy for permiteing oF other relared fssues (such as the lowa DNE} earlier in
ihe event.
= Auopr the current processinesponsibilicy for managing vendor contacs so it can be more flexible and rake less
rime.
o Make arrangements o0 engage consaliants, if needed, o assist with domage assessments and other recavery work
while DOT staff are gill engaged i the faod response.
o (O 2 case-hy-cas basts, weigh the benelits of the consistency achigved throngh aniform tse of consulrants
againsr the benefirs gained theough the applicarion of local knowledge when ingernal sraff members ane chargal
with a task,

3.3 Decision-Making
We examined the decision-making processes utiltzed during this event shrough the prism of the following:

»  Sertines and arcomstances under which decixions were made

» Inyvolvement of key players in the event response=—DOT management and SECF safl,
= Application of 4 formal incdent command system (ICS),

o Acdapranons oo the confracting process.
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The 105 under consideratiog by the lowa DOT during the Aood evenr and during ies afrermarh iz supporned by the
Federal Emergency Management Agency (FEMAL FEMA describes 1G5 as a standardieed, on-seene, all-hazards
incident management approach that:

* Alliws for the integratum of facilities, equipment, personnel, procedures anid communicativns operating within a
crimmri organistional st

+ Frahles a eoondinated response among varweis jorsdicnons and foevional sgensies, borh public anil private.

+  Eatablishies common provesses for planiing and anaging fesoorces.

The Towa IMOT did nor have a fremal, fully developed JUS w place when the evene begam. SEOP staff are preparing
a training plan to implement a formal 108 departmentwide over the nest nine monehs toa year. Working in fandem
wiith the lowa Stare Patral, the lowa DOT s inscorporating emiergency transportation eperatons nfo the ssandard 105

seructure to allow for its use on a daily basis and oot just doring a0 emergensy’ event.

3.3.) How and When Decsions Were Made

Diecisions were made during the flood evenr ina variery of setrings thar mvolves] different groops of partici pans,
Flood Management Team Conference Colls

The daily conference calls provided the serting for many of the
ilecisions made in the early days of the ool response, Among the
pupics adidressed:

» Roud closures,

s Dsfining global and becal derones.

» Best approaches for communicating with the public such as
whar infarmation o share, how to describe the event).

s The fowa DT s interaction with the media.

sk ’ i Y Lty comlesence cals providind dn oppcnanity i shane mioima:
= Sharing intindarion prc(hc[mnf" hased v the hydeologse's Roory anel rale decrsone abond nmag Rondweter and 1o

inrerpretarion of LIDAR dar, iver gatie Jdatr and the dosite

expected impace of USACE releases from upstream dams,
= Porenrial mitgarion measures.
a  Alvernarives to the contract lerting procedure for projeces associated with beginning recovery efforts.
Thic calls began with a focus tm information gathenng and disseminarion and then shifted 10 3 dedsion-making focus,
which seme participants identified as problematic. As the eveat transitioned from response to recovery, the confercooe
calls rended to serve s more of o weekly brielng, with smaller groups of strictorel experts and planning 3nd design
seall mevting independencly to manage the wpeoming recovery Tasks,

Sl Growp Discussions invaling the Food Managerment Team

Several trmes a week a subset of thie Nood mianagemient teant spoke with each distmee abwir specific ssoes and proj-
ects. Thess more frcnsed discussions laid the groundwerk for the swifr ermpletion of the damage assessments, allow-
ing recovery propects T begii and proceed in an expeditious mannes Many pacticipants bighlightal the effecriveness
of these and orher small-group discussions thar addressad specific resource needs in the diserices, clearimosy nesdied
from resoniece agencies and specihic plans of action to implement micigation projects, Smaller groups also provided a
more appropriate foram for confidential discussions and the dissemination of sensitive mformation,

The small-group discussions proved to be effective o identfying solutions snd advamong projeces to address impacts
vo the ageney's infraseructire, particularly those projeces thar had to begin as soon as possible after the water receded
o et d fedetal nmerable for feimbussement, The rable below lugllights a few of the mitgaton projecs addressed
durng <omall-geoup discussions,
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Selected ."Mn,:lmn Proy l"-.uf'.--;'mrl.-d Ouring Small-Group Discussions

14 175 Bridge at 3 'Illewugmhnml:ul thiss prver erassyimg prormpred mmehane effires o owrgane thie e of the
Dexatur, NE high-velacry Hondwarers thar cloved the b on June 27,

Emergency reparrs hegan by applyang alowsa 20000 tons of rock Gl b ammes the embankmen
sl brschge dlarmicnn and Gl @ 50-fsor-doep soour hols

The briskey revpenad to tralfic on Savember 3, 200 1, allowog bor the secemd repie phase to
bpn—canstrucmn of o Ushaped moek berm deagmed o stababie the embankment and rodsice

thse clnermng motion of the flwarers mext (e the aburmenst

F29/1-680 Nodh 4 Thiis setets hange s dised Jube 1, MM%M@MMMW
m&“ & ‘w4 cambipatiog of punps, amdbags and hamiers, the werchange reoperiad 7.
{Loweland Interchange) Mmfﬁ::ﬁml-mfvnbﬁmwmlwmcﬂjmmﬁnuﬁﬂ:p P
hmiﬂnmmnhmnmkwwmwmbdmwubrwm
. mgghr ol il g watker fuareas away fram the rampeand mambioe,

-{hmﬁ:mk.wumhﬂm nfﬂmdhﬁﬂmphm&lculmq;uuﬂd g il
perbirmeed ofhes shmor wosk 1 enstire This musgyiton s woeald fnchon conecly,

I-29 at Milepost 1.4 1 As fluedwarers farther nopds of thas bocasmom moved case ol 129, e flowed min the draipase disch
rovnr urchermeath L2149 ar thas pousr. Tho massavie aemane ol wanee ciusod siglficane seoos
damage 1o the approaches 1o bath the porthbound and sotthboand 1-29 mainling bridies

Once the dhdimm was remeved from the madway crews placed shesk pile o solabe the b
cembsanlomsent froon thie water o hegin repairs,

Temporary lane crossovers allawed for repair of the sithbound bridge approach, Traffic owed
- hath drecnons an the southbound bradige unsl mice sxrensive repaes cold be made rovhe
maevihennnad brachse, All repsairs weers compline by Lt Sonanber 2011

g p bt :

Digcisioms wirh a significant local impaer and those with regard ro managing resources, equipment and staffing rended
ro e made loeally, Examples of rhese in-rhe-field actions or decisions are the innovations developed by diserier syaff
during installarion of the food barfer wall system—actions taken wirh the benefie of local knowledge ro meer a
pressing need. Cither examples of actions or decisions Taken thronghour the event inclide:

» Fielding survey meams and dennfyving wheee o place maintenance forces,

» |dentifying appropriare roadways for local desovrs oo address immedizee closures.

= Oipening aml closing ramps with the Rectpanon of warer levels durimg rain events,

o Uymidncting reaffic operatins.

o Phevisg methols o handle warer accumilation at sives ereatod wirli Dinal barmer walls
& lnvnolving affected cirkes and countics.

Pamicipants also nered thar rhe active engagemenr of Disreices 3 and 4 in Anding crearive ways o address challenges m
the respanse effort was critical to waging an effecrive flosd response.

Discussions with Neighhoring States

Inirsally, the lowa DOT worked with five stares [ Kansas, Minnesoca, Missouri, Mebraska and Sourh Dakora) to cooe-
inase detour routes. & primary global detour was in place for 113 davs, from Juoe 17 throosgh Ocrober 8, redirecting

travelers from 1-29 in southwestern lowa using [-80 and 135, The detour added 152 miles to travelers” rootes,

Sharrly after response efforts commenced in Towa. the Towa THOT convened a weekly conference call with appropriate
seafil froem Toowa, Kansas, Missoues and Nebraska, hosted on a Missouri DOT eonlécence line, by discuss and coordi-
wate the global detoie The cills were bric, wirh each stane discussing cureent B tedared 1a road elostiees aid river
erossings. The hreviry of the calls was impoczanr in keeping all stares engaged and on painr, Over time, the fregqueney
oof the calls decreased.
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Unlike rhe semall-proup discussions and, oo 2 degree, the flood management ream comference calls, participants
characrenpmed the weekly conference calls wirh global detour participanses as mone of an opportunity 1o shaee fpfarma-

tion than ro make spedific decisians,

33.2 Involving Key Players

The majorty of participants feli that borh DOT management and SEQOF saff should become involved as early ax
pessible in an evene of rhis namee, Management is needed to approve the merhads and resources used o monnr the re-
sponsg and SEOP saff are crivieal in organizing the food management team and coordimaring communication efforrs.

Parvicipants differed an the frequency of management imvolvement, with moss Bvoring mamagement participation
derermined by cirepmstances. Contriburing factors eied |:l!. pearTiCT e e |.|-r‘.|'r.'r|:h:|:|.'i|!].{ the [rr.'n:luulh.':. uf REETIETC T S
imwvo vement include the regranaliny, severity, duranon and dysamic narore of an event. As one pamoipant desceibed
ir, members of managemens stay infosmed vonl o beeomes comcal they become involved. Field operations are always
mwvirlvesd 1o day-to=day operabions, but maoagement may oot be,

Anuther participant noted that appomting a project manager could lmit the eed for daily management imvalve-
ment, Appounting @ project mandger or managers involves defining the scope of decision-making responsibilities,
cominumiearing the decision structiee and then allowing the prisject nianager(sh to manage the propeer. Managemetr
is kepr informed of progress when aot invalved om a day-to-day Basis. A fully weilized projecr manager model may
have improved résponse times diring this evenr and dliminated oceasional confusion wirh regard ro roles and levels of

authonty.

5.33 Assessing the Benefits of an Inadent Command System

Participants were almuost eniformly eoflwmsiastic about mstitutiog a Grmal 108 within the lowa DOT, with many
pating that aspects of this system are already in place, Some partiapants commented thar the Towa DOT operated
nmder an dnformal or looely sdefingd 1CS during the event, dod thar the srrsctore became more formalived as the event
nfolded. For these participants, instituring the 105 is a imareer of formalizing processes already in place i inreoduc-
ing them agencywide, Some participanrs noped thar applying a localized MOS8 often oecars roulay in commection with
SEOI missions conducted for the lows Homeland Secupity and Emergency Management Division, and disreicr staff
reported u=ing an mformal 1G5 for Geld oporations during disaster events, The importance of providing craming for all

seafl participating in the ICS was underscorod by several intervicwess,

3.3.4 Adapting the Contracting Process tor Respanse and Recavery
The Iowa DOT's cypreal project letting provess was modified to
accomniodate Two aspects af this challeaging, long-rerm evenn:

@ response effort thar required resources bevond thuse available
within the lowa DOT, and accelerated recavery effors tha
focused on the completion of 33 Many cMErgeRcy 1epair projoors as
possible within the 180-day time period for obtaiming full fedural
reimbursement. (See page 10-0f this report for more informarion
abouz the federal reimbursement progeam, ) Typically, thie 180-day
rime period beging on the dare of the disaster decloraton—for

this ovent, May 25, 2001, The deadling of Movember 20 and the
face than floodwarers did woc begin o receds unnl mid-Oceober Spea i pioveions helped 10 expeaite rncyl piojecs e

X : ; i one & Bhe & 175 hewdige mosemg at Decatur, NE
presented significant challenges ro the DOT in meeting the deadline s -

1 ensore full fideral reimbursemens.
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Modifcarions ro the lerring schedule were
guided by stare regulations thar requine
projects be advertised unless an emergency
exists that has closed reads or threatens ta
close them. Under such circumstances, the
srare can solicit bids from rhree contracrors for
all projeces under 81 million, Federal regula-
tions require a three-week advertising period
unbess the projects are for emengency repairs,
The Iowa DOT recerved a special exempeion
froom jis federal partners thar decreased the
three-week advertising requirement o 10 days
firr projecrs such as the removal of debris and
flood barrier walls, which de non fall undeer the

umbrclia of “cmergency repaies.”

The DOT established the feollowimg process for
letting emergency projects for the expedited

respense ansd recovery works

* Wednewlay—staff provided infirmarion
abour projeces to be fer by the end of the
dav.

+ Friday of the same wedk—rhe project was
pasted on the department website for
contracrors o hid on prijeces,

» Mexe Wednesday—rhe Towa DOT aceeprs
bids ar 11 a.m. For projecrs designed eo
reopen roads or keep them open, conrrac-
iies were given four days o prepare
bids. For projeers refared to permanent
restoration, a 10-day response period was
permitted.

Conrract periods were established with the 180-day gmeframe in mind for the approximately 20 emengeney projects
fer. To enconrage contragtors o complete work as gquickly as possible, the contracts for reconstruction of 1-680; the
[A 175 bridge ar Decamur, MNE; and 1A 2 were writen with no-excose bonuses. | A ne-excuse bonus reduces contracr
rime by tving a bonus to the completion of construction activities by a ser dare, which may or may not be the contrac
comphetion date.) This allowed contractors to reccive additional fopds 1F they complesed the precr within the [ 80-
day window, which meant 100 percent federal reimbursement o the lowa DOT, A project incentive/disincentive was
also included in thess contracts,

The 3149 million, 3. 10<mile 680 reconstruction propect ooan example of the success of the innovative contracting
provisions. This lump-sum, lmired-design conrract included an incentiveddisineentive of SR20H0 per day bised on
whether the conrracror complered rhe prajecr earlier or larer than the conreacr completion dare of December 23
The sto-gxcuse bonus date was set at November 20 to encourage completion before the 180-day period elapsed. The
conrracor complered the project on Movember 1—33 days carly—earning 53 days of the incentive rare plus the $2
million nu-excuse bunus.
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3.3.5 Assessing Dedision-Making Processes
Having the right people mvalved on the floosd management team and at the daily meetings was ciied most often by
participants as a strength of the decison-making processes emploved during the event, Mentioned almose as fre-

guently was the DOTS effective approach 1o gathering and sharing mformarion. Other strengths ared by participants:

*  Ames Complex support of Districts 3 and 4.

o Elogilil ehL i i ; . Do you feel thiere was any unnecessary
Flexibility of the decision-making process. As the evenr unfolded, the dupication of effort in the decision-making
weam made adjustments as needed, inrroducing more innovation over process?

T,

There was a lack of consensus among participants with regard o oppornuni-
ties for improvement in decision-making, with participants offering the

follovw ing:

= Epsure thar feedback provided by ehe districts is coordinated apd
reflectedd in the decision-making process,
* Recognize the changes required when rransiioning from respons: 1o

recovery winle the response i= ongoing.
+ Clarify roles, responsibilities and authority levels-early in the evene
.ﬁ' s Y oy Mo than half o the survey tiesponcants with an
(Participants noted rhis was addressed as the event unfolded.) el did not- identiy gy cuplacation of effert i

+ Encourage greater coordination with local agencies, with consideration M ettty P

given to how actions by lecal agencies will affecr the overall response
efforr.
o Analviee the porential or expecred impacr of mirigarion measures,
s LUse eseablished vendors or resources.
+ Provide backup and support for staff stretched too thin during an event of long doration.
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Spotlight on Best Practices:
Decision-Making
Involving the Right People

o Err uin the side of iclusian when developingg the listof participants in the event respanse. Conssder involving
support seryices that handle equipment, signs, purchasing, and reaffic and safety as well a8 research and technol-
0N

» Ensore the carly and effective engagement of the Tows DOT management, SEQP staff and regional pariners. Use
the circmnstances of dach evenr to guide the exrenr of dngoing management participatiam.

o Llenrily erirical connecrions and clearances with resoirce agengies (FHWA, lowa DNE and the USACE) eacly on,
eonsiderimg the impaers 10 and iyolvemens of local agencies.

» Epcourape the active engapement of districn staff in decisiop-making sod ientifying innovarve solutions.

Structuring the Decision-Making Process
o Provide clear direction on the goals for response amd preliminary recovery, clarifying responsibilities for carrying
cur these relared efforts.
«  Expedite decision-making with a small-group strogture for project-level decisions and confidential mareers,
=« Emsure that sraff 1= trained and coordinate an agencywide implementation of a formal 1CS.

s When possible, use eqablished vendors or resources already under conteact to control spending and avoid
duplication of ffoe.

Managing the Transition from Response to Recovery (While the Response is Ongoing)

s Esrablish a separate working geobp thar beging work an récovery early inthe event whilc others manage the
el resgpponse.

«  Requestadvice from contractors’ associations abour how the agenicy can work more effectively with contractors
in initfating & prompt and effective recovery effort.

»  Avoid secking the “perfect™ solunon when preparing destigns for emengency repaics,

» Apply innovative contracting pracrices such s lump-sum, lmied-desizn conreaces and no-excuse bonuses 1o
expedite PeCONSIIUCIion propCTs.

» Employ a debrichng process at the onset of the recovery effons o document snccesses and challenges a5 che
projects move forward,

5.4 Dala and Technology

[rara and rechnalagy plaves! a significans role in the lowa DOTY response effors keadimg up oo the ininal recovery
phiases, Participanrs commentéd o the signifcance of the following:

o USACEdato. The DOYT rectived information from the USACE, including:

= 2010-201 % mountain snowpack dara for the Upper Missouri River Basii.
= May 2011 rainfall amounts in Montana and che Dakotas,
= Warer levels for the six Missouri River reservaoirs,

o Releases trom Gavins Poing Dam in South Dakota,

Suipplementing this duta were gatge readings along the Missoun River pravided by the KWS,
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+ LIDAR date, LIDAR is an established method for collecring very
dense and accurate elevation values. The lowa DOT's LIDAR dara
gan provide starewide groadd elévanons witli Banch accurmcy aml
shiw levees, dratnage channels, oxbows and meander—patential
problem arcas for furire Boedmg. The digital data can be viewed
acress mdlriple placforms and in varions software packages; Google
Eartl was wsed dirng the daily flood management seam cills.

AWeh onnnertan dlemd ¥ D maned T e
The lowa DOTS hydrologist esoimates thae only three or foor szages o vew maps sumn i the coethar prewides 3 gkl
eprasentation of Ul des

have LIDAR coverage as extensive as lowa’s,

= GIS. The ose of GIS provided partners a commin operating pistire.
Gonple Earth wirh custom Liyers. (inundanon bevels, LIDAR, historseal imagery, aerial phitagmaphy, erc.) stfersd
Aexabaliey, ease of use and the abiliry 10 “move around ™ from site 10 sire quickly, More robust GIS applicanons
were developed and vsed for specific purposes. During future evenrs, pse of the ageneys browser-based custom
GlS applicaciens as ap aleerparive ro paper-based or Google Earth mapping could enhance the DOT'S abiliry o
agalyze capidly changing conditions
= (T§ components.
= Dynomic Message Signs (DM3sL The Lowa DOT has nvested beavily i an ambitious DMS program oo belp
puibikic mobility, The aggency™s overhead, sidesmovnt and portable signs were nsed in the response ellon, with
additional signs provided by neghboring stawes o léased,
= Porlgbfe and ficed comeras. Partable cameras weee ised 1o monicor:
o Approaching floodwarers on open riads (for example, the F290-a80 interchange was monitoned for
Nl Newels, changing views as necessary for effective monitoring).
» Statws of at-risk levees.
o Receding Doodwaters on closed ronds.
o Reconstruction on =680 (fme-lapse).
= Highway Advisory Radio (HAR). HAR proved helpful in managing
communication in areas where cellolar sernice was compm-
mised, limitinge the use of collphones and comeras, While the
permancit HARs receive auto messiging from the 511 system,
the portable HARs were deploved with text-to-speech mes-
sages 1o share infarmarion abour the evest,
« Aeiol phategraphy. The Towa Stare Pateal conductad flyvovers every

few daysar the beginning of the event and continoed with pesiodic  The iows 3t Pl senis protognshy posdsd ot
whewes 0f sl e s as Thessection of 129 pei
Harrdurg fin Frispern Courey

missions throughour the flood response. These flvovers augmented
thi assessments reoopers complezed each day by driving affecnsd

roadway sogments and detailing road condinons in a memo
dizrrilwred 1o the flood managemenr ream. The Smre Pareol geolocared cheir fmages so they conld be viewsd i
varions formars such as Measa and Google Earrh. Spocial requests for flvovers were made when confirmanion of
water leve| predicrions was needed.

+ Photogrammetry, Photagrammetny s defined as the art and scivnce of acquisitian, measurement; (nterpretation and
evaluation of photographs, imageries and nther remanely sensed dara!

Traysportarion ageucies use photogrammerey (o perform measurements of horigontal distances s elovaions
tis oibeain the surfase rerrain mformarion eeded by desiiners, The Towa DOT supplemenied photogrammerry
af the Buod area on file with ewe overflights condusred during the Hooding periad. Borh aerial photogeaphy and
infraed sepsing were conducted during these fighr Infrared sensmng is o pseful mool dunng looding evens given

irs ahility o permic viewing beneach the surface of the warer.

| Mol P EML Ml Pltogramamsiry aipe s Rom bles il e
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v Ceflifar commiication. Caps in cellibar coverage wowestern Bowa (1istricr 41 were amribured o the loss of several
wowers, Inmercuptions in cellular service affecred portable cameras relying an cellular conpections, cellphones wsed
by IMOT sraff in the feld, and some D355,

3.4.1 Fixed and Portable Cameras

Participants st often cited the portible cimer sed (0 mwmieor the reconstroction of BR300 as the mnst effictive e
iif cameras divnng thie linal event. While sorme noted the benetits of Baod cameras i uelan arsas o0 monitor traffic
and warer levels ar interchanges where pumps were bermg dsed 1o keep rmps apen, for the mosr parr, frarticipants
identified grearer benchits from the use of other tools and pracrices such as acrial photograplvy, groumd surveys and
photagrammerey. Several participanes noned char the slow-moving narore of chis flovd made the cameras less pivoral
than if the event had myolved more traditional Qoading, as was the case during 3 2008 event when it was essentlal i
appiior <hangging conditiens.

3.4.2 Dynamic Message Signs

The prevalling opinion among participants o thar DMSs played an important robe in dlssemimating information 1o
the reaveling public durmg the oo event, Howerer, the message lmiations of the DMS proved oo be particularly
challenging For this event.

Moy pareicipants noted that che mose eifective mse of DA Ss was for geseea | messagiog abour road closures, such

g “1-22 closed ar [-680.7 Complex devoure rontes could nor be adequately explaingd oma portable sign that accom-
modkanes six o eight words. Permanenr signs can hold more texe, bur 10 to 12 words were often still insuffcient to
explain some derowr routes. Participants cited che T-6800T-29 derour as an instapoe where DASE, chiugh helpial, could
not devail the condirions under which mravelers should proceed on this roate, Travelers needing more desail abour o
devonr could use one of the DOTs other informarion wols (511, Nood website, call cenrer) va obeain more complex
reavel instroctions.

The mis of peemanest and porzable signs allowed for the placement of porrable signs in locations thar conld have
presented canfusion to the reaveling public. When it appeared rravelers were por paying arrention o the signs, staff
mewed them o try o arcamvens travelers” attempes 1o find the shoreest roore. DMSs placed ar the many deaision
points for commercial rraffic alang the global detiur preved helpful in managing regional traffic

Managing the informanon on the DSs presented anorher challenge. The stapdard lbracy of DMS messages mao-
tamned by the Operations Support Center was nuf enticely applicable doe to the magnitude and duration of this cven:.

3.4.3 Cellular Communication
Tnterraprions in ecllular communication during the Bood event were limited 1o Fremont and Mills counties in District
4 and were resolved within 2 weck. Actions tken moremiesdy the meerrnption in eellular coverage inelude:

= Werizon, one of pwa cellular providers in the area, does nor own jts meowork amd relies on roaming agreements
with ether providers 1o offer its sccess inthe area o s cusoopmess. Wirl the loss of several owers inthe area,
Werizons nerwork was vo longer capable of landing call volwme. The Jows DOT informagion rechnolgy swall
worked with Yerzan mo alter its roaming sequence 1o allow callers access to the nerwork of the ana’s other
cellutar provider—UL5, Cellular—which was able io bandle the call velume, After the Qood evenrt, Verizon saent
back to its initial roaming agreement.

LS, Cellular set up o portable smit—a cellular co lghe reuck (COLT—t0 enhance its aerwork in Feemont aod
Mills coungies,

& The lowa DO information nechivology sta i increased power 1o the radio systea in Fremont and Mills counics
o allow everyone o talk on i channel, (The agency is investing in modernizing irs radio systems to <reate
an interoperable radio commuisication systein that links the Towa State Paceol, the Towa DXOT, and <ities and
COUNTES 10 Tl st
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Parmicipants mored thay the temperary loss of communicarion in the affecred
area was relatively minor given the slow-moviog nutnre af this evenr and
the primpt, cffecrive eaponse of the lowa DOT information rechnology
seaff, Uninrerrupted cellular eoverage wiild have been much more critical
e keep cellphones anl cameras in constanr wse had staff been monitonng
Mlash flooding conditions of another more rapidly changing simsarion, It

is also important o note that eéllular providers are consmntly improving
their coverage in this arca of the stare, and some of the cellular communica-
tion issues faced during the 20011 fosd may be resalved as coverage areas

expanil. Tevis salimaad) ek Al 1A 2 e 1425 sl the Coumol
Bluffy: b1 e an ated vy pasticukiy hasdat

5.4.4 Additional Data and Technologies to Aid in thee Flood Response
There was altiass iniversal agreetent g partivipaes that an & dlicr allerr aml more effective comnimnication
froem the USACE of the patential for the fooding event would bave been helplulin managisg the lowa DOTS
respense oo the 2007 flocdd. A lack of cardy informarion secane thar che fowd management ream was inalble o predie
levee Breaches—a wilid cand in determiniog the exrenr of the potential damuge caused during the evenr, Some partici-
pants also noted that enee imformation was provided, USACE predicrinns tended ro be overly caunions.

Participants offered the following when asked abour addinonal daca or rechinologies char would have been useful
during the Bosd cvent;

Additiomal Daty

+ Traffic dara. The agency has fixed and portable traffic connters thar conld be nsed to pathor:
= Real-time dara about traffie fows to dentify where the 18,000 10 15,000 vehichs that eypreally teavebed
[-292 each day wenr when i closed, and monitor roadways in sreas whiere staff wished eo limir Jecour e fhe.
= Average nonumal daily reaffic dara av interchanges o identify in which direction reaffic was moving and aid in
understanding the parrern of cammurer teaffic.
=+ LilS-related dara:
2 Tie more informanon o GES (pavermens management system, colvert management system, slign manage-
mat skatenil,
= A map laver of special-needs places sich as hospitals.
= A map layer showing all levees and their hieghes.
o [hara oh bridges, meliding lengrh, raviag and condivion repoms as well as photograpliy.
= A4S darabase thar provides access to plan information and profiles.
= Meore flights v provide updared photogrammetry during the Rood event, with the fighes conducred carly (o the
aveni
+ More warer level deverminations during the event and as the fosding event drew oo elose,
= More derailedd informarion abewe the magnitude of the Gavins Pame Dam releases,
# Hemer understandiog of whar would be required by sesouree agencies (FHWA, Towa DINIL and USACE) earlier in

the event.

Conremplaring the data and rechnalogy thar might have been helpful during the Hood response prompred participans
w0 xffer their thoughts an the information that proved mese crucial during the event, For many, this was LIDAR
data—described by one participant as “the saving grace of the fleed response.™ The ground clevarions provided by
LITYAR data jdenrifed the areas thae would e inundared, allowing the fleod management ream ro- determine which
rondway segments ro mirigare and segments where mirigation aremprs wounld nor be warranged.
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Additionaf Technologies

+ A method ta provide avtomane warer level readings near minganon projeens.

» Mo Interstate manbine gates and ramp gaves to close the roadways goickly,

o Social media alternanives that can be mone proactive than a website s pushing informatuon 1o tsers; eollaborane
wirth private vendors (Google, Garmin) to ger information o smartphones,
*  Plave staric signs to eraillidaze the global detotir—a low-rech, low-cost solution thiar can be implemeamad quickly

with in-hiouse resouroes.

3.4.5 Rafing the Data and Technologies

Wee asked survey respondents o eate the timeliness and usefuliess of duea provided by the USACE and rhe NWS,

The first chart (below) provides the average ranng for the timeliness of cach type of data (5 = extremely tmely: 1 =

ot ar all timelyl. While respondents expressed conceen abour the rimeliness of some of the dara, the data’s usefulness
fared betrer in the ratings, The seeomd chart shows the average rating for the useluliess of each rype of dara (3 =

excrernely pseful; 1 = novar all weeful).

Almaost three-guarters of survey respondents felt thar rechnologies such as GIS and aeral imagery were extrenely
well urilized during the flood eesponse. TS components did not fare as well in respondents” esfinmrion, with only 23

percent of respondents indicaring thar ITS components were extremely well utilized doring the flood event.

Pletse rate the timeliness of the following deta presented o the DOT Flood
Management Team.
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Flease rate the usefilness of the following data presenied to the DHOT Food
Management Team.
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Fuermpe 1atings of the useidress of some ofthe daa prvesd dunng the Hoad svent

Owverall, respopdents gave high rarings o dhe
dara anid technolopies used during the Aood
event, Using a seale of § for "extremely useful™
and 1 for “nor st all useful,”™ rhe dverape
fatings reflected below echo the interview
results—LIDAR daea was pariculiely usefol m
managing the food respone.

Lise e LACHAR latn i
Freld survey elevation shots faken ko betier estimate. 464,
e ey wanild cover certin roadways

needs of e trveling pubec
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Spotlight on Best Practices:
Data and Technology

«  Establishi and maineain lines of communication for effecrive col laboration and informanicn sharing berween the
LISACE and the lowa DXOT o ensure early notice of the potential for floading.
= Contine to make effective use of LIDAR o prepare inundation predictions,
= Cansider investment m a 21 hydraulic model of the Missouri River that shows inundanion areas and
anromares the process weed during this evenr that applicd LIDAR dara o develop inundarnon predicoons,
s Make effective use of acrial photography and updare phoregrammerry garly in the event o gain o better under-
standing of rhe scope af the ypcoming recovery efforts.
» Make eifective use of [TS components.
2 Place portable cameras fo monitor water levels af ramps and infersections pronse to Booding dtring heavy
rain cyents.
Ll 13055 ro notify eeavelers of detour roores, Sipplewtent this signage with stavic signs to el blame the
dietaur roure.
= Ensire rimely and effective management OF messaging for 1M 5
= Employ HAR when cellular communications are interrupred.
*  Evaluate opportunitics to expand the development and pse of GlS-ralated daga
o Consider gathenng traffc data roaid i manaping veafbic ows during the event,

3.5 Mitigation Measures

Of the 21 sabrigacion sites iniially idearified, weven evenraally
closed and five remained open with the use of a range of mitigarion
measures thar helped ro prevent damage and mainmain vical links
on the wysrem. Parricipanes stressed the impormance of firting the
mitigation masasurg B the specific set of circumstances at cach site.

Emergency projects to keep sections of 1-29 and US 30 open with
the extensive use of flood barrier walls on shoulders and medians
helped hold back floodwarers on lew-Iving road scgments, In

avether mitigation effort, emergency placement of marerial in

fasr-moving fioodwarers helped protece the 1A 175 Missourt Tiver

Thes Gaainage CH60n & rrilepost 14 an |20 i soutimiesien howd
bridge apprisach, while i ather locations pumps sod pipe jacking ety 4011 poisid o overdlow twe mantts after figoding tegan

kept water off roadways. Yer another minigation effort invalved
the mstallanion of 3 bor-mix asphale (HMA) overlay on & mile-long

segrment of [-29,

5.5.1 Flood Barrier Walls

Im rhie early -|.|}-.\ of the ”"""I'“I-'.: thie levwea DOT ideniified a need for a quickly deplovalble Noseidd harrier syarem thar
conld cover miles of affecred area. A vendor operanng in 4 |1l_"igh|'.|sri||_|.: seate was able 1o provide the volume of barrier
material teeded; other simitar fload barrier spsrems were nor available i the valumes required by the DOT.
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The Trapbag systems deploved by the lowa DOT forms a conninuons barrier, rypically in 18 Efoor-long segpmenis, and
can be stacked 10 2-, 4- anid #-foot heights, Onee linked ogether, the segmens= are flled with saomd, crushed rock or
ather piarertals. lnnovations implemented by Diserct 4 staff expedited installarom, with the flaod barrier peagpect an
US 30 procecding at & rate of approsimarely SO0 feet per hour—double the rate expected by the vendor The vendor
now recommends the installanion peactives developed by DOT stalf oo mew isers.

Pamicipants deemed the ol Barrer walls o be most appropran:
forr booniger areas need ing imiegation, with ome parmecipant comenr-
ing thar chie rwe=mile installation on LS 30 representid thie linir for
the lengrh of a cypical flood barrier wall system. While the bags used
tok cornstrnet the Bood barner walls are o single-use irem, the crushed
sk thar flled rhem was reeyeled and stsckpilesd an the Qnawa
garage, Distrier statf essumares char the srockpiled matenial can be
wsed for shouldering projeers over the mexr 10 vears

Hiich shipping soss prompred g recemmendarion foe pronerive 1 :
resvarch of similar producs foreniry in the lowa BOT purchasing I Mol Bl it 3 il 230 o s
system o expedite the cost-effective wse of new mitgation rools County

during furure svents.
installation
Partscipants shared their recomimendanons foreistalling Moeod barrer walls or a similae mirigacien ool

+ Use oo roadways with paved shouliers.

= Ensure that at least 2 feet of the (ol arder comes imo coprace with the swil,

o Wihile the installations appear 1o have & oparural walfic calining eflecr, formally lower spesis io mitigared dneas,
The lowa DOT Towered specds to 435 miph i several treated locarions.

o Conmider the wse of seeiping (painn was miore stecesstul than reflecrorized pape) on the barriers, abour 3 feet up
from the coadway, to help mororises identify where the roadway ends and rthe flogd barewer walls begin.

= Establish width limits for mirigated arcas. Even with these limits, problems were identified with agriculture
equipment driving throwgh the treawd arcas and damaging the barricers, spilling rock onto the readway.

o Mecopniee thar obraining the needed A1 marerial can be challenging if routes berween the quarties awd the job
site are closed due o Rosding. Diverring rracks through areas not accustomed o Bondbing these losids coan capse
e ffic or raad nuinrennnee conceens.

+ Cemsider placing barriers at epprances 1o culverrs.

Troublesfooting
Many participants reported that the Hood bareiee wills were nne only eflective ar keepimg watee ot (0ff the roadway},
rhey sormenimes kepr warer in {on the roadway) by erearing a bmg tunncl thar did sor allow warer 1o drain off the

ruadway, Water also seeped thenugh seams in the bags and made its way it the perous subbase, seeping op through

jints m the roadway.
Solununs or recommendatinns o address water seepage and collectog on the roadway:

+  An eXtensive pumping system toomanage water aceummilation mside the hiod barrier installasions proved eflee-
rive i most cases bt could be overwhelmed diiring sipnificant rain cvents,

+ Dreain pipes were installed under the ood bareive walls before the bags were filled and rthen capped. The caps
cinild be removed when staff needed ro deain warer from che roadway thar buile up anside the barrier insrallmion,
Hiraiever, when the water rose above the drain pipes, the warer could noc deain and pumping was reguieed.
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s The use of seli-priming pumps racher than pumps thae have ro ke started manually would enhance worker <afery
during rain events that threaten to saturare ohe roadway.
« Dhigging holes in the showlder o both sides of the roadway to creare a sinmp with a pomp haaked op to 4 genera-

tor will create low areas for Water to collect thar can then be pumped our,

5.5.2 Sandbags

Parmicipanrs ennsidered sanedbags and pumps ro be more appeoprisee for smalker, more confined locarions, with ane
pamicipant recommunding sandbags for sites of 3040 foer or less, Parricipanis also noted thar 1f the warer isexpested ro
ger too high (perlsaps 2 feer or marel, the aumber of sandbags required ro meer the need becomies excessive.

Driseicr stalf jdennfied an innovaton in sandbag placement when arempring o rase the clevariog on a primary
roadway. Seaff laid down & row of concrene barrier in the area toprocece workers from craffic, then Lay plasne oo belp
provide a seal and placed sapdbaps on top of the plastie. A lange pump plced in dhe ditch kepr wearer off the shoolder,
essentially creating 3 pond amd pumpiog it ooz, This type of installation cut the nomber of samlbags needel in half for
3 300 to 400-Townr inneallation. This mutigarion method worked best on paved shoulders,

3.5.3 Hot-Mix Asphalt Overlay

In the lore application of this repe of mitigation measuee dueing the ol event, the pavement was raised 12 mches
with an HMA overlay on a section of 1-2% 0 District 3 1o prevent loodwaters from overropping the roadway, The
everlay an mibeposs 1035 proveaded o 1-fowt rise owver 4,000 feer of the sonthboond Lames. Work was completed i
early July 200 1. The HMA ovierlay on [-2% raised two lanes rather than four to provide a permanent minigation thac

may prove helpful in futuee flood cvents,

Thee HMA overkay was used becpuse s apphcation coold be timely
(it tonk less than a week), a relatively small increase in height was
needed 1o protec the road, amd the treated arda was relatively shor
w lestprh, A cost-henehic analvses imdicared thar the HMA overlay
wascheaper than using Mood barrier walls,

Oicher Facrors thar coneribisred ro the decision to use the HIMA
vivetlay:

* Theageney was tapping the limic of lood Barrier avadlabiliy
when this miriganon came under discussion.

3 Dihnis iwh e madwiy presentent chalenies #feribe date
= The height of the water was expected to rise less here than perrded

in other areas, and it was complicated o idennfy expoeted
inundation levels
*  The comipactor was available, as were the matenals peeded e complere the job,

3.5.4 Bridge Repair (1A 175/Decatur Bridge)

Flooding forced the June 27 clasire of the Missour River beldge an 1A 175 ar Decatur, NE. High-veleciry fombwarers
produced changes in the tiver channel and 4 Faege «coir hole fmmed around the Twa-side bridge piers and alwimmen.
Flooding alse caused the loss of the bridge embankiment on thie lows side of the river, which supparts che 1A 175

roadway approach ro the bridge.
Repare work unfoliged in phases:

= With the roalfridige <losed, the alimose S0-fot-deep scour hale was filked o stabilize the bridge and embank-
ment, After completion of this portion of the work, the brdge was inspecred and deemed safe tor trvel on
November I, 2011.
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= With the readbridige open v traific, the contractor constructed a Usshaped rock berm thae begins north and ends
south of the ¢rossing, Designed to stabilize the embankmeny and reduce the Churning mwrion of the Ooodwarers
iexe ro the aburmene, the rock berm helps prevent erosion and reduees the dhrear ro the abvwemenr.

This repair work presented another opparrunicy’ for the lowa DOT 1o cmploy special contracting provismim An
mcentive/disineentive and mo-excuse bonus encouraged an expedited repair thar allowed the roadway 1o reopen as
sonm as possible and the DOT o meet the 180-day timeframe o gualify for federal reimbursement.

5.5.5 Other Mitigation Measures

Other mingarion measures arempted or secommended include:

= Shoolder paving ro reduce damage 1o pavement from warer flos.
= Progotive closure of culvert pipes i areas where a levee breach s predicted o address the follow-on effects af

Mowding, such ascrosion around calverts hading to erosion on the roadway.

3.5.6 Assessing the Mitigation Measures

W sisked survey respondients 1o rare the effocrveness of mitigation measures most | Useol tood barrier walls- al
aften used during the evenr, The average ratiogs are reflected i the rahle (5 = Fugging starm sswer cutlets in
extreinely effective; 1 = ne ar all effecrive). Respondents” opinioas did pot vary comibine] with pemper waes o
signitficantly when it came o the three moss ften used mingaton measures, mﬂlﬂﬂﬁ“mw

Use of sanuftur 411
More than two-thieds of respondents cired levee briaches as posing the greatest Raising pavement T8

overall risk oo the primary rosd system. Most of the remaining respondencs
imddicared thar direct Nooding from the river posied the greatest risk; none of the
respondents cited groondwarer flooding,

Spotlight on Best Practices:
Mitigation Measures

» Select a mingation measare thar firs the eircomstances of the site. Consider bengerh, location, available resorees
and the time avmlable hetore overtopping h_t_-c::mzn a significant chpoeen.
= Consuler the mpact of mitgarion meastires on adjacent land nses.
Conduct a cost-benefit analysis to compans measures.
Use Anninidarion predicrions ta assigs mitigation resoiirees T licarions where they are inose likely to help.
o heep abrieast of bew mingaticon techoologies. Enfer now prodiots in the lowa DOT purchasing sysrean as they are
idenitified v expedine their wse diieing an emergency.
o Consider the following pracrices when using large foad barricr systems:
2 [fostall on roadways with paved shoulders,
Lewer traffie speeds.
[helineate the barriers wsing seriping or another mthod.
Esrablish wilth limits for oreated arteas.
Idenrify alerpare routes for trucks hauling material,
s Ve sapdbags and pumps for smaller, more confined locations when the water will not rise above 2 feet

r

4]

T T ]

L1}

= B prepared fo develop innovations that adidress unintendsd conseguences of mitigaton measires (for example.
water accumulation on the rosdway during rain dvents).

» Track the areas thar were vvertopped durng ths event and consider thein for reconstriction projects tar rise
thee maimline to prevest futiee problems,
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Thie sivierity and duration of (he 2011 Missour River fiood tested the mettle of evervone invalved th the response and
inltial jecovery elforts - yom the lowa DOT stalf to the focl; reglanal and fedeml partmers that pravided invaluakle

asistance dnd support

11 olFering thelr ebservationz aboul e lessons (o be learmed from responding Lo s evant, contributers Lo this e pod
olten described Lhe opportunities for improvement in the context of enkancingan already effective process, Participanis
shared g commen cemmitment dnd purpose in coming together to moent an effective response tw this unprecedented
event Responders to future-events can benefit nok only fram the best practices identified in this repors, butalse fram e
spirit of cooperarion, enthusiasm fur iInnavation and commitment m public service exemplified by those respanding to the
2011 flood-

Anaided (tonal chall=nge durling this event was the Departrment had recently undergone a leadership change, with a new

DT ireckor having started just prioT to the onset of the Aooding. The averall guidance and engagement from the new

Director was seen (v three different aress,

1] There was clear suppart from the highest leve] to be aggressive |n dedling with the lood situablon, but there was no
second guessing or micro-management, This bype of suppart allowed DOT staff to move mpldly and aggressively

2] The Director supported and encourmged an aggressiveand innsvative approach to the flood response. This was
particularly tiue in termsof getting facilities backin service, such as the contacting approach and terms et up for 1-
680 and other rapld repalr senioes.

3] The Difector's objéctive was Lo gel faciities back lor the beng (Lol the publle azgulckly 25 possible and effectively
commtiniete ¢lforts o the public
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Appendix A

After Action Report: 2011 Missouri River Flooding Participant List

Fint Last
| Tany Larmemwas
7 hdd Huju

T Ty Arrick

F8

:
;

m Mike

20 SinclEr  Siole

Agency
lowva DOT
fesa DO

lowa BOT

Towa DOT

I DT

lowiz DOT

lowa DOT

| DOT

lowa DOT

lewsa DOT

Iowi DT
lovéa DOT

lewa DOT

lowsa DOT
Iewwa DOT

lowa DOT

Ioawa DOT

Division

i8: Iet 19

Highway

Office Pasition Telephone Email

Detrict 3 Drstrict Enginesy  TN2-76-1451  ToryLamsrowiczidobaowa g

Ditriet ¥ Dsbriet THTTA-5608  Tood Hup Eidoliowa gov
Mairttenane
Wanager

Ditrict 3 Dstriet TILTIZAS  Johnepsendidotiowagov
Ciperations
Managet

District 3 Higlwaay Ti-ar-en lloABendoUiona gov
Maintznance
Suptevisos

Diestrict 4 Acting District.  T12245-7622  Dosald Stevensifdotiowagov
Enegineeser -

District & Dhistyict 22437623 lames Banediidol lowa gov

District 4 Higlmemy T2:366-0332  Dick Mattondndfdotiowa gov
Datrict & Highvaray T2A23-E140  Anlenedericklniidoriowa gow

Direciod Highway Division 5152391124 lohn Adam EdoLiowa.gov

Engineeting Burea Chief 5152301138 WRched] Dillavesf dat iova gov
Burean

Stewide Burezu Chisf SIS30-1533 bohn Selmer idotiona pov

Dperations

Bureau

Maintemance  Office Dieclor  515-730-1589  BobYoumiedotiowa.gov
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Stewide

Eimesgency
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Statrwide Diperations

Emergency hanzger

Opesations

Contracts Office Diveciorn 9152301404 Roger Berbaumddotionagow
Deesign Office Dipecior 515-239-1243  Michael. Kennorfydidotiowa. gov

Public Affairy  OfficeDirecior  515239-1922  DenaGryFhenED0Tiowagov
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Appendix A

After Action Report: 2011 Missouri River Flooding Participant List
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Appendix B

After Action Report: 2011 Missouri River Flooding
Survey Questions

Information Sharing and Communication

1 Please rare the effectivenes of the following informanan sharing amd communication practices Deed during
the Do response (5 = extremely effeceives 1= ot at all elfective)

o Use of video eonnectiom Juring conference calls

o Cloerdingion berween local agenvies aud DOT for imfocmation sharing aid

COLneation
o Connlinaton betwees bcal agenaes aid DO for plblic anrreadh
« Conedinarion berween FHWA and Ames and diserier staff
= Effores to engage the iedia in communieating with the reavellng public
2. Whar effores proved most eftecrive in communieaning direcely with che eraveling puliic?
= 511
o Fmailfrexdt messapes
* TTwitter
& Oeher servioes (please describe)

Ao D yonn el ehcre was any wriecessary duphicamon of eblor i eerms of inlormation sbiaring ad

commueagan?

Staffing
4, Shonld addifonal ur different persommel from the groops below be indluded an The ot
* DOT Flisisd Management Team
o [Vsiner Operafions
e [OT Searewicle Emorgency Cperations
s Ohphwr bowa st agencics
= Meighbepmg stares and federal govermment geencics
® Contractors

T, D yom freel chiere was any vanecessapy duplicaoom of effor i rerms of stafhog:

Dedision-Making

&, Iv appears that a fornial risk classifcarion (low, medinm, highd scheme was used, Are there any clanges to
the development process or application of the scheme that you would recommensl?

T yows feel thene was any wenccessary duplicaoom of effort 0 ghe decsinn-making processs

K1 AFTER ACTION NEPORT: 20000 Missonn Kever Bloodiog
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Appendix B

After Acion Report: 2011 Missour River Flooding
Survey Questions

Data and Technology

B, PMlease rave the Himeliess of e folliwing data presssied ra the DOT Flisoul Management Team
15 = exteemely minely; 1= ot ar all vimely).

o MITO-2001 mountain siowpack dara for the upper Missourn Basn
* May 2007 rainfall amounts in Montana and the Dakoras

* Waker levels for the six Missoun River reservoirs

o Releases from Ceavins Paint Tham

o Cauge readings along the Missoir River

U Please rane the uselulness of the following dara presentesd ro the DOT Flood Managemens Team

{5 = exrremely oseful: 1 = oot ar all nseful).
® 2010-2011 monntain snowpack daga for the spper Missoun Basal
o May 2011 camfall anoms in Montana and the Dakors
* Warer levels or the sis Missonn River reservinrs
= Heleases from Cavins Poine Dam
= Gauge readings along the Missouri River

Iih Please rare the degree o which rechnmlogies such as GIS and aerial imagery were utilized during
thie Rl respromse (5 = extremely well prilized; 1= exeremely underunlived),

|1 Please rate the degree to which intelligent transportation system components were utilized during
the Mol pesponse (5 = exremely well utilized; 1 = exeremely underutifized),

12, Mease rate Ihe useluloess ur effectivencss ol the following data or lechnologies employed doning
i Miwiml pespionee (5 = exrremely isefulfelfecrvey | = wot at all wselulfeffecrive.

o GlSebased applicarion showimg innmdarion foreeass and acrual innndarion areas over time

*  mages [rom liwa State Parrol ilyovers

* Freld suevey levarion shows vaken v berter estimore when waeer would cover certain poadways
= Use of LIMAR dara

= Flosded Boads Public Map™ prepared omest the needs of the raveling public

* Lise of DOYT hydrologic forecasts to dererimine conres of actlon for the londlng thar actually swenerad

Mitigation Measures

I & Please rane the effecriveness of the fellowing mirggarion measures vsed during rhe flood response
15 = extrespely effective; 1 = nor af all effiective).

* Plugiting seorm sewer outlets combined wieh pumping water to keep ramps and roadways open
® L oof TrapBags
* Rasing pavement

o Lue of sand bags

e AFTER ACTION NEPORT: 2000 Missowsd Bever Bl
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Appendix B
After Action Repart: 2011 Missouri River Flooding
Survey Questions
|, What posead thie greatest ovesall Fink oo tlie primary roadl Sysem:
o Coromndwimer fooding
s |aver hreaches

s [Virect flonding froon The river

& Chher (pleass spevify )

LR AFTER AGTION REPORT: 2000 Ml Kivesr Flooding
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Appendix C

After Acion Report: 2011 Missouri River Flooding
Interview Questions

information Sharing and Communication

1 W hat were the serengthe and weaknesses of the commiiication processes arlieed by lowa DOV
ditring this looding event?

2. The DT Hoanding conferenve calls beran June 3 and continied through Seprember. Ane there changes yoi
wiokild recommend to the timing and seeoceine of the onference calls!

3, The call conrer wos opens June 9 cheough July 12, Please ofber vour sbservarions on e cole the call cenrer
prlayed y dissemimanmg imformanon. Seedesss? Clnllenges?

% Are there any changes yoi would recomiiens in connection with development of e Missonr Rives Flood
wiehsite? PMease describe.

Staffing

§ OT seaff conducted Jdamage assessments o Districe 3 while contractors pronanly onpleted damage assess-
inents for Diseoct 4. Whae sre the beocfies of each approach?

Decision-Making
B Wt types of decisions were made during:
s [T Fluod Management Team eon ference calls?
s Freld operarisns?
DT Flood Managemenr Team discussions (nor during rlic conference calls)?
» Oher conference calls (e, the derour conference calls with neghboring states)?

7. Avwhich poits in e should IOT managesment amd Statewide Emengeney Chperation.
prersomnnel be invirlved and ow Frequently?

% Estnblishment of a Deparrmencal Incidens Command Serucrire was consbdered 1o berer supporr o lang-term

event- Is This an oprion wnder consideranon for Furure evenys# IF mor, wh ¥ miord

4, Wihiar were the corengthie aml weaknesses of the decision-making processec urilized by lowas DOT durmg ehis
Misisclimgg evone b

1 What changes, if any, shioukd be made to rhe decision-ma king priocess fur fuiure events?
Data and Technology
11, Whar additional information do pon wish had been avallable betore. during and afier the event?
12, What eypes of GlS-related daca nof used diuring the flond nsponse would have been belphul?
I3, Whan role was played by the figed and porsible camerns? Weee they effective?
I, Ho' were dymamic message signs nsed ? Weee they effeerive?
15, Whar osheer rewls i addivion g cumeras and 1005 were or would be belplul?

T, What st were evnconnbered with cellular network enverags in e arcas? Was this a cotical vr minor
Incilent?

- AFTER ACTION WEPORT: 2000 Musswwed Rever Flhaodig
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Appendix C
After Action Report: 2011 Missoun River Flooding
Interview Questions
Mitigation Measures
17, Wihat mirigarion efforts wore mose effective i keeping at-risk arcas opens
18 TrapPags were wsed as 2 mitigation toal for the fiest time in Towa: Please deseribe:
* Specesses and challenges of wsing the TrapBags.
o Whio was sesponsihbe Gor installation and remaval?
#  Hesw didl the Traphbag inseallariion affecr traflfic llow?
o Liiher slvar comilinions were Teapllages oot faviored asa mimigarion ool
19 Wy wns raisings the minhime weed moone aeen of 1229 instead of something like Teap s

Wrap-up

200 Whar waonld vow oho differently in a foraee llooding evenr? Anyrhing you wonld nor dod?

27, Whint onher advice or recommiendarions do you haves

AFTER AGTHON WEPORT: 2000 Musoued Keve Floooling
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APPENDIX E

Vermont — Task Force Report

Vermont Agency of Transportation Irene Innovation Task Force, ReGeneration Resources, Mar. 2012, pp. 52. (ReGeneration
Resources)
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VTTrans Narch, 2012 Irene Innovation Task Foroe

Executive Suminary

After Tropical Storm Irene devastated Vermant with flooding not seen in decades, the Vermont Agency
of Transportatian (VTrans) went to work rebuilding 260 state roads and 23 state-owned bridges. Tho
agency gquickly recognized that an Incident Command System (1C5) would be needed to respond to the
magnitude of the disaster and it set up Incident Command Centers (ICC) in Dummerston, Rutland, and
Berlin. It also established a Unified Command Center in Montpelier.

The Agency coordinated with dozens of key partners, including other state agencies, utilities,
contractors, National Guard upits, and transportation workers from other states, Through hard work,
coordination, and the implementation of many innovative practices, the last segment of an estimated
531 miiles of closed roads was reopened on December 29, roughly four months after the storm hit. The
Agency’s response was unquestionably a huge success.

Once the recavery phase was completed, an Irene Innovation Task Team was established ta identify the
"lessons learned” from the WTrans tropical storm response. The work included determining which
lessons learned could be applied to preparedness for future disasters and those that could be applied to
ongoing operations. To accamplizsh this task, the team interviewed mare than 60 participants invalved
in the |rene response effort, reviewed debriefing surveys, meeting notes, and numerous after-action
reports compiled by others. The team alzo led eight focus groups and conducted their own survey.

The use of the |CS was essential to the successful response. However, a lack of planning, practice, and a
three-day delay in implementation initially limited the ICS's effectiveness. Recommendations for
improving emergency response include choosing lcaders early, training leaders intensely, Increasing
technology available to key ICC leaders, training all staff in ICS principles, ensuring that adequate
resources are available (including shift coverage and administrative support for key leaders) and writing
Standard Operating Procedures (50Ps) that clarify the role of the planning section, the structure of
Unified Cammand {UC), and the rale of [T in the 1C5.

Those working in Contract Administration {or those otherwise providing administrative support through
the ICCs and other sections) were hindered by their lack of familiarity with Federal Emergency
Management Administration (FEMA) and Federal Highway Administration (FHWA) dacumentation
requirements and different financial practices used in different parts of the agancy. Lessons |oarned far
Contract Administration include the need to standardize internal practices, develop an emergency
waiver process, and develop a contractor registry database. Other recommendations for emergency
response include developing communication pratocols, clarifying the level of civil engineer testing
needed in disaster response, clarifying the Detalled Damage Incident Report (DDIR) process, and better
utilizing technology in the initial assessment phase of the disaster.

While state agencies worked together in unprecedented ways during the disaster response, continued
eftorts to integrate VTrans internal functions and integrate VTrans functions with other state agencies
are needed, Continuing the use of cross-functional teams will help integrate YTrans functions internally.
Including Regional Planning Commissions (RPCs), Agency of Matural Resources (AMR), FEMA and FHWA
in ICC planning should benefit future efforts. Stewardship agreements with key agencies to cover
protocals for emergency response are also necessary. A complete listing of the recommendations for
emergency respanse is in Appendix £,
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Many of the ways the agency responded to lrene have great patential to increase VTrans efficiency in
ongoing operations. Many of the innovations initiated during Irene were the product of 1) the use of
cross functional teams; 2] the infusion of tech-savwy youth; 3) empowering staff to make more decisions
at the local level; and 4) a level of urgency not experienced during ongoing operations. Continuing the
use of cross-functional teams, as well as recruiting and training youth, empowering staff, and keeping
some projects high—priority, is critical to ongoing innovation.

Moving forward with innovation, VTrans will need 1} people willing to champion new practices; 2) the
capacity to design new business processes; and 3) the ability to develop policies and governance
structures to SUpport new practices.

Additional high-level recommendations to foster innovation in ongoing operations are to:

+ Develop ideas to streamline the permitting process;

s Evaluate other processes for potential streamlining, including the design process:

+ (Close roads more frequently during repairs;

«  Move away from committees and toward the use of “task groups” (teams established and
dedicated to focus on high-priority projects);

+ ‘Work to improve communication and integration with other agencies and municipalities as well
as improve integration and communication among divisions of VTrans. VTrans internal
challenges include data integration and financial processing standardization;

= Find people to champion, test, and implement technology used during the Irene response;

«  Work to create a culture less adverse to risk.

A complete list of recommendations to promote innovation during ongoing operations is included in
Appendix F.
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Introduction

On August 27 and 28", 2011, Tropical Strom Irene dumped more than seven inches of rain on parts of
Vermont, resulting in the flooding and devastation that had not been experienced in aver 80 years, In
addition to hundreds of homes being lost and unthinkable damage to personal property, eleven
communities were left completely isolated due to 260 road and 33 state highway bridge closures.
Maoreaver, 90 municipal bridges were closed and 289 local bridges were left damaged, Within a few
days the Vermont Agency of Transpartation (VTrans) responded by establishing an Incident Command
System (IC5).!

As the chart below indicates, the ICS organization consists of five major functions: Commana,
Operations, Planning, Logistics, and Finance.

Incident Command System

Ingident Commander !

N
o sy
=Y

I I 1 = 1
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s o By v . o SR
Ty — Pty Vi U
Sawgphs :T b
Wi

" The Matianal Interagency Incident Management System (NIMS) was developed as a tatal system to collectively provide an
auproach to all risk incident management. The ICS organizational structure for each incident is created in & madular fashion,
based on the size and complexity of the incident as well as the specilics of the hazard environment creased by the incident,
When needed, separate functional elements can be established, each of which may be Further subdivided o enhance internal
orpanizational management and external coordination, Responsibility for the establishment and expansion of the |C5

madular organization ultimately rests with Incident Commmang, which designs the IC5 arganization to suli the regulrements of
the situation. As incident complexity increases, the arganization expands fram the top down as functional responsibilities are

delegated. Concurrently with structural expansion, the number of management and supernsary positions expands to
address the requirements of the Incigent adeguarsgly.
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in addition ta local incident command set-ups, large incidents require a Unified Command (UC) or Central
Command which allows agencies with differant legal, geographic, and functional authorities and
responsibilities to wark together without affecting individual agency authority, responsibility, or
accountability.
With the establishment of Incident Command Centers (ICC) in Dummerston, Rutland, and Berlin, along with 2
UC in Montpalier, VTrans established, and went to work addressing its major goals:
Establish emergency access to cut-oH/isolated towns and locations within communities;
Establish access for utility companies to restore power to areas cut off;
Establish mobility {public access) to towns that have emergency access only,
Establish maobility along east/west corridors (to include truck traffic and commerce);
Inspect all bridges,

s Prepare state roads for winter operations,
While as many as 700 VTrans employees from across the state (as well as transportation workers from
Mew Hampshire and Maine, National Guard troops from eight different states, scores of volunteers, and
approximately 1,800 private sector workers) were rebuilding roads, some with holes as deep as 100 feet,
staff in Montpelier worked on communicating with the public, A 20-line call center was established, a
mapping center worked with Google to constantly update the status of roads and bridges, a dedicated
lrene email account was established, and Facebook and Twitter accounts were utilized.

Within one manth of the storm, 28 of the 34 closed bridges had reopened and more than 96 percent of
the estimated 531 miles of state highway road segments had been reopened. The last mile of state
highway reapenad on December 29", roughly four manths after the storm hit.

By any measure, this amazing recovery effort by VTrans was a huge and undisputed success. Through
hard wark, long hours, and innovation, an astonishing amount of rebuilding work was accomplished in
the fall of 2011. This report looks more closely at what practices the agency employed that worked and
will want to replicate in future disasters, what changes might have allowed recovery efforts to wark
even berter, and what lessons learned might be applied 1o ongoing operations ta increase the
effectiveness of the agency.

Mission of the Task Force

The lrene Innovation Task Force was directed to gather, arganize, and complle any and all infarmation
related to innovative practices or ideas resulting from lessons learned during the tropical storm lrene
response and recovery ffort. The team was asked to make recommendations to Executive Staff
regarding innovative practices that should be implemented — or further explored — in the short,
intermediate, and lang term. Fossible innovations included any business process the agency s
responsible for during both normal and emergency operations. This repaort, intended for Executive Staff,
I the main dellverable of the Task Force. Recommendations are based solely on patential for
innovation within YTrans and do not consider the potential cost of innovations. Before moving forward
with recommendations, some study of return on investment should be conducted,

Methodology

To accomplish the mission referenced above, the Task Force reviewed and analyzed the notes from the
“Brown Bag" lunch series conducted by Sue Minter, notes from the weekly debriefing meetings of
Unified Command, survey responses of demohilized employees (conducted by Dr. William Bress), and

7
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reports written by the lrene Recovery Coordination Team and the Regional Planning Commissions.
Additionally, the Task Force conducted its own survey of all VTrans staff with access to email. Moreover,
eipht focus groups were held with VTrans employees who were involved in the response efforts and
aver 60 individual interviews with VTrans employees and outside stakehaolders were conducted. The
group met frequently to discuss and analyze findings. A list of those interviewed is included in Appendix
B.

Some of those interviewed had already compiled a summary of their lessons learned. These summaries
were very useful to the team and usually had some ideas that contained a level of detail beyond what
we understood our mission to be, Therefore, we compiled these summaries and offer them unedited as
a separate supplemental report. While we do not agree with all of the suggestions made by others, we
do imagine that those who implement the recommendations set forth in this report will benefit from
some of the ideas and detailed thinking contained in the supplemental report,

Finally, while the great majority of the recommendations we present in this report come from those we
interviewed, we did not agree with every recommendation we heard and therefore this reportis nota
complete list of suggestions from those we interviewed. Additionally we occasianally used our
professional expertise to reflect on suggestions and put them in the context of IC5 or organizational
theory. Therefore, a few of the recommendations presented are the Task Force's synthesis of ideas we
heard.

Task Force Overview

The Irene Innovation Task Force was composed of Greg Hessel, Chair; Dr. William Bress, Incident
Command Systems Expert; Donna Holden, Administrative Support; Denise Gumpper, Chief of Contract
Administration; Al Neveau, Former LTF Chief, Retired; Rich Tetreault, Unified Command, Advisory; and
Scott Rogers, Unified Command, Advisory. A short biography of each task force member is included in
Appendix C,
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Improving Future Disaster Response

“"Productive things can happen without having to form a committee to study what needs to be
completed.” WTrans employee

Incident Command

It was recognized early on that an Incident Commant would be necessary to carry out the storm damage
response, Bocause many participants at the 1CC s were not familiar with the Incident Command System,
they were forced to learn on the job. The lack of ICC training, as well as different management styles of
the 1CC leaders, resulted in the |CCs using different techniques and lacking unifarmity, leading to
confusion amang some workers and within communities. While the missions of the I1CCs were
successful, and camplete uniformity is not needed for success, standardization in certain areas should
improve future performance.

An IC5 is an efficient, on-site topl to manage all emergency response incidents and UC is a necessary tool
for managing multi-jurisdictional responses to disasters. Although a single Incident Commander
normally handles the command function, an ICS organization may be expanded intoa UC. The UCjsa
structure that brings together the Incident Commanders, The State of Vermont uses the Vermont
Emergency Management State Emergency Dperations Center, (SEOC) to coordinate disasters,
Representatives from various state and federal agencies are represented at the SEOC. Unfortunately,
the physical lacation of the SEOC in Waterbury was evacuated due to flooding early in the emergency.
The magnitude of damage to roads and bridges in the state required a full emergency mohilization of
\WTrans. Therefore, it was a natural progression to institute a combination of Unified Command at the
Mational Life Building in Montpelier and also separate Incident Command Centers in Dummerstan and
Rutland.

Four Keys to Incident Command Response

Experience has shown that there are four keys to successful Incident Command response. Those
involved must learn, plan, start early, ond practice.

First, in learning, all responders learn the IC5 and UC structures and protocols, The better these
elements are understood, and the more familiar staff is with them, the easier it will be to form a
commaon structure when an incident demands one.

Second, when planning, those involved develop protacols for how the IC5/UC will be implemented in
varying situations, This should be decided well in advance of an incident. The planning process should
be used to identify roles and respansibilities of the various participants during different response
scenarios.

Third, it is important to start early. As soon as it is determined that a response is warranted, an IC5/UC
should be implemented.

Finally, practice, including periodic training and role-playing drills, is crucial to success. To maintain
praficiency, using ICS during smaller disasters should be considered. Planners and respanders at all
levels need to understand the authorities and resources that each response organization brings to a
specific incident, When plans and procedures are understood, agencies can support each other
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effectively. However, each response results in new lessons |earned, which necessitate continuing
refinement of procedures and processes as well as development of better methods and meshing of
agency needs and actions.

Suggestions for Incident Command Moving Forward

The fact that the IC5 worked as well as it did, with little to no learning, planning, or practice speaks to
the strength of the system and the people who adapted to it. Moving forward, we recommend planning
which should include the clarification of roles, especially that of IT, the planning scctions, and UC. T,
which played a critical role in the response, was not initially a part of either the UC or ICC system.
Formalizing the role of IT as its own section moving forward will be impartant. A second role needing
clarification is that of the planning section. Planning in ICC is not the same as planning in VTrans.
Planning in the 1ICC model focuses on tracking people and materials and not perfarming design work.
We recommend keeping design work in operations. Planning might also provide a short orientation to
all new ICC staff. The orientation should include information such as required paperwork; supply and
distribution of food; reimbursement procedures; and other logistics. Itis the responsibility of planning
to account for all staff including the whereabouts of everyone in the fleld on a daily basis. Safety of all
workers and contractors should be part of the ICCs dally safety plan, Additionally, rales and tasks need
clarification between ICCs and UCE, VEM and UC, DDIR writers, and ICCs, as well as the role of the
Mational Guard (emergency repair vs, long-term repair use),

We also believe that future responses would be even maore effective than the lrene respanse if the UC
more closely mirrars the ICC structure, particularly with the inclusion of IT and administrative personnel,
This would have alleviated communication and workflow issues including 1) Operation’s business office
did not believe they were brought into the effort soon enough; and, 2) unintentional competition for
resources between the twa ICCs. There was the perception that whoever spoke up first got the
resources, resulting in friction. In the future, the UC logistic person should be tasked with anticipating
critical needs and allocating resources based on prioritization of roads and not an a first-come, first-
served basis,

The absence of SOPs for VTrans ICS operations created confusion. Motahle is the lack of standardized
practices for financial matters, which created confusion for contractors,

Finally, many people we communicated with commented an the importance of selecting UC and ICC
candidates who are a good fit for the assignment. One way to accomplish this is to survey staff ahead of
time ta identify and match skills and abilities. Those assigned to leadership roles need fo be comfortable
operating under pressure and have confidence in their staff. It |s not essential for an effective IC5 that
staff be assigned to their usual realm of expertise and in fact overall agency priorities and the benefits of
cross functional teams (discussed elsewhere in this report) at times necessitate new assignments for
some staff. However, we heard criticism that too many operations staff were taken to other functional
and geographic areas when operations in their “home” districts had pressing needs, resulting in
inefficiency. Additionally, we heard the desire to keep teams that normally work together unified as
miuch as possible. In the future, in trying to strike the balance between overall agency priorities and the
efficiencies gained from having staff work in familiar realms, it may make sense to reassign less staff.
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Proposed Three-Tiered Incident Command System for VTrans

We propose a three- tiered incident command system for VTrans,

During Level One response, the districts are abile to independently handle the situation, with support an
an as-needed basis, An example aof when a Level One might be declared was during the spring 2011
flooding when some districts found themselves near a breaking point. A single person Is assigned to
Unified Command in Montpelier to follow up with the districts during similar emergencies. If districts
need more suppart than a single district can give, the agency would move to a Level Twa.

During a Level Twa respanse, Unified Cammand in Maontpelier will activate the following sections and
appropriate chiefs: Planhing, Legistics, Information Technology, and Administration/Finance. These
sections will assist the District Supervisors with requests for assistance. If the situation reaches the level
that requires ICCs near the emergency, the agency will mave to a Level Three respanse.

During a Level Three response, full Unified Command and also local 1CCs are set up based on the
geographical lacation of the damage. Clear thresholds should be developed to determine when to
implement the different levels of response. Appendix A contains examples of a proposed three- tiered
incident command system for VTrans.

Recommendations tor Incident Command

1.1. Assign personnel to be Incident Commanders and section chiefs during an emergency
{short term),

1.2, Give those assigned the proper |CS training far thelr duties (shart term).

1.3. Ensure adequate resources for emergency response. These resources should include a
review of communication eguipment, ensuring adequate shift coverage for critical
pasitions, determining which roles need to be backfilled during an emergency response,
giving key people in the 1CCs administrative support to monitor emails and other
communication, and considering emergency fleet capacity when purchasing new vehicles
{short term),

1.4. Provide key persannel identified and trained for future ICC duties with state of the art
technology (iFads, iPhones, etc,) to use on a daily basis (mid-term).

1.5. Write a Standard Operating Procedure for VTrans 1ICS. SOPs should include standardizing
financial pracesses, clarifying the role of planning, farmalizing the rale of IT, formalizing
communication processes, ensuring that the UC fully utilizes the IC5, and developing a
three- ticred system as described above (mid-term),

1.6. Learn backpground experience of all appointed staff team leaders to better understand
their talents and ensure that the right people are in appropriate positions in 1C5S (mid-
termy.

1.7. Think through the physical and geographic issues, incleding identifying the best locations
for |CCs around the state, |naur focus groups, those furthest from the |CCs tended to
experience the most isolation and feel the most resource-depleted. Additionally, knowing
where the UC will be established is critical {mid-term).

1.8. Update the VTrans Continuity of Operations Plan to reflect the ICC structure (mid-term).
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Integration lssues

Internal Integration of Vivans Functions
One of the keys to innovation during the VTrans' response 1o Irene was the agency's ability to integrate
functions that typically operate in isolation. Examples of this include having IT and HR support within
each ICC, having operations work together with planning, and increasing contract administration
support within each ICC. This approach to structuring work has pros and cons (as will be discussed
below in more detail). Research has shown that twa huge advantages of this type of structure are that it
decreases project time and also fosters innovative problem-solving in camplex situations. Without this
structure that encouraged multiple funetions to operate together, it is doubtful that the 1CCs would have
developed the many innovative salutions that ultimately emergad,

Two groups that could have been better integrated inta the emergency responses wera those repairing
rall lines and the state airport. A liaison between the ICC or UC and rail and airports and perhaps linking
their logistics people could have increased efficiencies of those working to track down the same kinds of
materials. Some whom we Interviewed also wondered if a pre-determined “rail squad” should be
named for guicker response to emergencies. Training in rail operations would be reguired for the squad
to understand roles and responsibilities of the group. However, the squad could be guickly assembled
and deployed far faster recavery.

Finally, we would suggest including 2 VTrans environmental ligison within the ICC structures. This would
decrease dependence on other state agencies and could help ensure that an environmental perspective
is contained within the 1CCs.

Recommendations to Improve Interpal Integration
2.1 Inemergencies, continue to promaote the useé of cross-functional teams {short-term).
2.2, Think of ways to better integrate those working on rail lines and the state airport inta the
emergency operations (mid-term).
2.3. Include & VTrans environmantal liaisen in the ICCS planning (short-term).

Integration of Diverse Municipal, State and Federal Agencies
Many state, municipal, and federal agencies played a critical role in the success of the emergency
response. In addition to VTrans, the state police, National Guard, Agency of Naturzal Resources (ANR),
Corp of Engineers {COE), Federal Highway Administration (FHWA), US Fish and Wild|ife, FEMA, utillty
caompanies, and the Regional Planning Cammissions all played critical rales.
Efforts ta integrate different functions of the state, federal, and municipal governments’ responses were
less uniform and coordinated than integration efforts within VTrans. While the integration of different
state agencies would ideally have been done through Vermoent Emergency Management (VEM), that
agency's displacement from the Waterbury facility left it with a limited ability to play much of a
coordinating role.
Furthermore, many of the above-mentioned agencies were overwhelmed internally by the impact of the
flooding. For example, ANR's four river engineers were woefully too few in number to respond to the
magnftude of the damage. Given agencies’ limited resources, it took a bit of time ta work out the details
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of the coordinating efforts. Roles and jurisdictions of the different agencies were sametimes unclear,
and stewardship agreements, where they existed, did not accommeodate emergency respanse efforts.
Despite these understandable delays, the ability of different agencies to get on the same page with
rebuilding efforts was central to the success of the operations. Having one VTrans lisison warking
directly with the utilities was one often-mentioned success. A Noew Hampshire transportation leader
credited leaders taking the time towoark out the detalls before deployment as being critical to the
success of the New Hampshire unit. “We coordinated early, were given high-level guidance, and were
left alone. And that worked well”, he said.

While understanding that WTrans daes not have the ability to coordinate these diverse agencies, given
the ceptral role that integration played in the respanse effort, we offer the following recommendations
in hopes that VTrans might be able to positively influence future integration efforts,

Recommentdations to Improve External lutegration

31 Develop stewardship agreements and memoranda of understanding with key agencies to
accommedate emergency response efforts, These agreements should include better definitions
of who is respensible for what in emergencies and where jurisdiction lies, and protocols for
state personnel ta identify themselves in the field during an emergency (short-term).

32 Convene a meeting this summer (befare stakehalders forget this event) to allow towns, VTrans,
AMR, COE, FHWA, FEMA, VEM, RPCs, and/or other state agencies to discuss the “who's and
what's" of respoansibility and contacts for any future events {short-term).

i3, Incorporate the RPCs, ANR, FEMA, and FHWA inta ICC planning (short-term).

34.  Develop protocols for working with key agencies in emergencies including finding ways to
identify all state workers in emergencies. Additionally, work to ensure that all key agencies are
engaged from day one (mid-term).

3.5. Wark to ensure that all state agencies use the same districts inan emergency. Having the state
palice, LEPC, RPCs, and others all conceiving districts" boundaries differently creates confusion.
Even if this cannot be achieved, VTrans district lines, because they are irregular and include
"fingers”, probably should be ignored when thinking of the geographic parameters of the
different ICCs {long-Term).

3.6. As the state public assistance program is transferred from VTrans to VEM, it will be important
that VEM {with VTrans support) push FEMA ta pay for all eligible activities, including those
designed ta improve river management and prevent future floods. To this end, a full-time
Attorney General assigned to work with FEMA has been identified as a need and should be
actively pursued (short-term).

37 Different requirements from FEMA for PA funds and FHWA for ER funds created confusion.
Therefore WTrans should work with FEMA and FHWA to explore possible changes to better align
the PA and ER reguirements (short-termy),

Training and Preparedness

One of the most frequently heard comments during the interviews and focus groups we conducted was
the need for ongoing training and preparedness in emergency respanse and also in the 1C5. This
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recommendation has been echoed by in the (rene Recovery Report, which states, "Agencies across
Vermont state government should consider increased training on 1C5 as the standard operating
guideline for responding to both statewide and agency specific events.”? VTrans’ lack of training in the
ICS structure resulted in some initial false starts, role confusion, and staff learning a new structure at the
same time they were working 1o respond 1o an emergency, Having familiarity with the IC5, and a
manual to refer to, would have helped make the response less overwhelming and confusing. While
those chosen for leadership positions will nead the most training, all staff should receive a minimal
amaount of training so they are familiar with the structure should they ever be deployed.

Muoreaver, many key partners lacked the knowledge and/or rale clarity to know how ta best respond.
Sub-tontractors were not always familiar with VTrans safety regulations; towns lacked clarity as to what
was eligible for reimbursement under FEMA and FHWA rules; and most tawns lacked an emergency
respanse plan. Additionally, many contractors were not familiar with VTrans billing requirements,
cantributing to delays in getting contractors pald. As Tom McArdle, Assistant Director of Public Works
(DPW) for Montpelier wrote,

“Time elapsed before the .. "kick-off' meetings were conducted and guidance for towns was
disseminated. During this time period, many decisions about repairs (immediate needs &
permanent) needed to be made. This is a time period when mistakes in procuring services can
and often do occur. This can include decisions about whether to repair or rebuild a road or
culvert, whether competitive bids for services are necessary or not, whether environmental
permits must be secured, and under which circumstances. With a wide impact area, VTrans
officials are spread thin and guidance is limited. ... Periodic training {in public assistance) would
be beneficial to conduct self-assessments in advance of the arrival of FEMA B FHWA disaster
response teams so that funding of repalrs is not jeopardiz ed.™
Training staff in the use of new technology used in the response (iPhone, 1Pads, laptops, wifi, mifi, sat
cards, etc) was also identified as impartant. However, embedding [T staff in the ICCs mitigated this
need, Qur recommended salution to training in new technology is to encourage YTrans to incorporate
new technology into daily operations (see above, ICC recommendations) so that staff learns technology
by using it. This would both increase the ongoing efficiency of the agency and mitigate the need for IT
training and support in an emergency,

Recommendations tor Training

4.1. Conduct an annual training in disaster response for staff at all jevels. While pre-identified leaders
need the mast training, those at the front lines also need to better understand roles. Traming
should include checklists and emergency standard operating procedures (50Ps), especially with
regards to how finances are handled. A manual should be developed, possibly with the help of
other states that have already written them. Clarity regarding Detailed Damage Incident Reports
(DDIRs) should also be included in the training manual (short-term).

' Lunderville, Neale, Ireme Recovery Report- A Stropger Future, Unpublished, written for the govermor of Vermont, 2011,
Pape b

"Email fram Tom MoArdle to Chils Cachran, Fehruary 7, 2012, 4:06 pom. Unpublished,
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4.2. Pocket manuals should be developed for individuals in the |CC units. Each section head (Logistics,
Planning, Operation, Finance) would receive a pocket manual, The manual would documeant who
responds, what they do, where they po, and when they do it, as well as FACs addressing 1CC
operations {mid-term).

43 Use ongoing mini-disasters as a chance to practice and evaluate the skills of potential leaders
(ongoing).

4.4.  If new technology is not incorporated into angoing operations, develop a plan to support
technology used in emergency response (short-term).

4.5, Clarify the role of VTrans in training key stakehaolders, including contractors, towns, RPCs, DPW,
and subcontractors (short-term).

4.6. Incorporate river management principles into VTrans Operation’s training institute as one
method of institutionalizing river engineering into infrastructure engineering (mid-term).

Contract Administration

One of the many leszans learned from the Irene response is that, although employees can (and did)
meet the challenge of different emergency assignments and conditions, employees and the agency
could have performed better with appropriate systems and tools in place. Irene also highlighted the
essential fact that, during an emergency, Contract Administration is inseparable fram financial
operations, the business offices and, most essentially, IT. For that reason, made evident throughout the
Irene “Event 12," the following summary, ocbservations, and recommendations overlap with areas not
traditionally considered Contract Administration.

As part of emergency planning, emergency documentation should be ready for distribution and
implementation. Irene has shown however, that emergency documentation should be as similar as
possible to ongoing documentation. Once an emergency has been declared and the relevant level
determined, the documentation should be easily implemented with certain “step-skipping.” This can be
accomplished through previously agreed-to and approved waivers, which could address such measures
as automatically increasing the threshold amounts of contracts and facilitating blanket approvals as well
as eliminating signature routing. The development of the core documentation process (which is also
linked to financial operations) may involve some dramatic decisions beforehand to ensure further
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success for either immediate or future innovations. While documentation is not difficult, the decisions
surrounding it might be. These key decisions include:

«  Whether MATS is an agency-wide or solely operations application. If MATS is an agency-wide
application (as we recommend below), agency staff must be broadly trained to use it and it must
be implemented consistently and to its fullest capabilities.

* Whether STARS is an agency-wide application. For reasons perhaps related to the Segregation of
Duties concept, a component of the STARS application currently lies in Contract Administration.
This has created a bottleneck situation. Training in STARS must be broad and implementation
consistent.

*  Whether to centralize or localize the processing of payment. Whichever decision is reached,
standard operating procedures must be developed.

s Whether to commit to a 21%-century documentation processing and tracking program
(dashboard, electronic timeline, user-friendly and electronic contract components, online
submission, etc.) for contractor registration and contract processing

One key recommendation made below is to compile a "Contractor Registry” or “Vendor Profile”
database. The registry would provide a secure and centralized storage of information and eliminate the
necessity of requesting the same forms and information repeatedly. The database would include
infarmation about contractors performing work for VTrans” collected for purposes of the
prequalification process. Annual updates to the database would be culled to forms requiring such
updates. The system would also allow VTrans to move to a “negative reporting” model; i.e., ask for
what is omitted/out-of-date. Negative reporting allows quicker and more accurate review.,

This registry should be developed and implemented immediately along with a Contract Processing
System because a similar compilation is required to generate the Emergency Packet described below. |1t
will be more cost-effective to develop the system and provide the Emergency Packet at the same time.
The process developed and implemented for the Event 12 MRA CAT llls and ER and FEMA grant-tracking
by Coleen Krauss's Grants Management Group is performing well and might be used as a model to
follow (short-term).” Improvements to this process would include the afarementioned waivers setting
the approvals in place for increased threshold amounts for contracts and forms with instructions for
invoicing, which would track with and reflect information required for DDIR's.

The electronic Caontract Processing system should include all the documentation currently employed by
VTrans Contract Administration with menu selection and dashboard tracking of the approval process.
The system should be integrated with an electronic storage warehouse. Additionally, a variety of “On-

* Information should include Tax ID numbers, W-9s, "Secretary of State” information, i.e,, registered to do business,
corporation in good standing, domestic or foreign corporation, DUNS numbers, contact infermation, licensing infarmation,
insurance Information, debarment status, and annual certifications, affidavits, and other requirements requiring updates,

* That process developed by the Grants Management Group includes items to be used in the Cantract Processing, such as
electranic signatures, Electronic Notice to Proceed forms associated with an Emergency CAT Il contract, menu selection for
state and/or federal requirements as appropriate to the contract, increased Mot to Exceed amounts and electronic storage
steps for compliance with reporting requirements and VTrans storage practices.
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Call” ar "Retainer” type contracts shauld be in place allowing Electronic Natices ta Procesd or Work
Asslgnments to be easlly generated as an emergency mandates. The capabilities to develop and
implement this system already exist within VTrans and it should be relatively easy to accomplish.

The need for a standardized process for paying contractors was highlighted throughout Event 12 and the
Task Team understands that process is currently being reviewed and analyzed with that goal in mind.
Some interviewees indicated that executing the last step of the payment precess in Montpelier caused
confusion and friction between the ICCs and contractors, In some instances, an administrative person
was sent to the field to enter data into MATS to eliminate steps in the process and to ensure that the
administrative staff was not falling behind. Others interviewed recommended centralizing the entire
process for proper validation and consistency,

Recommendalions for Contract Administration

51. Compile a "Contractor Registry” database as described above (short-term),

52. Dewvelop a standardized electronic Contract Processing system as described above (short-term).

53. Develop an emergency administrative packet for use by ICC/UC Administrative Teams that alsg s
available electronically. The administrative packet will include a clear explanation of the
invoicing process, the contracting process, the DOIR requiremnents, the levels of emergency,
safety protocols, and the different funding sources for emergency work, (short-term),

54. Develop an emergency packel for use by contractors doing emergency work, including the
materials listed in 5,3, abova. (mid-term)®

55  Dewelop an "Emergency Waiver” process. When an emergency of appropriate level has been
determined and declared by the administration, the waiver would allow a pre-established
emergency process to take effect for agencies involved in the emergency response. These
emergency processes will have to be defined and developed {mid-term],

5.6. Review and standardize the process for paying contractors to ensure more prompt payment.,
(mid-term.)

57. Explore alternative emergency contracting processes that include, but are not limited to, changes
ta MRAs. (short-term)

Information Technology and Logistics

Information Technology played a key rale in many innovations that were critical to the success of the
Irene response. |Pads, smart phones, electronic signatures, and Google Maps applications are just a few
of the many new IT applications that expedited waork and changed the way the agency did business.
While IT staff played a key role in these innovations, end users, ripe and eager for new solutions, also
played a key role in the innovations.

“This packet would include, but not be limited to, contact Information lextensive Vermant agency wide contact info for
Administration, very selective informathon for contractors); contracting requiraments and forms with instructans
(conkractors also will receive instruction as required by Admipistration teams); inveice forms and nstroctions for submittal;
suppork in meefing Insurance guldelines, Davis-Bacon, and other tederal requirements, instructions, and steps for
compliance; and Instructions far accessing electronic information such as maps, traffic, and road Information.
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Because the level of IT use was unprecadented in the agency, many hurdlas needed to be {and need to
be) overcome ta maximize the effectiveness of new IT applications. These challenges included data
integration, limited IT support (especially for MATS), and protecols for naming and stering electranic
data. The following list of recommendations atternpts to build on the IT innovations that worked and to
mitigate challanges in future disasters. While these are IT recommendations, many of the solutions, if
they are to be successful, will require the input and involvement of end users, We applaud IT and the
agency for already beginning ta implement a number of these recommendations. ?

One suggestion that emerged from our work emphasized implementing “cloud” technology for working
with contracts "so that parties involved could see pending action items in real time”. This suggestion
raises the larger role that cloud technology could play in agency innovation, Since the great majority of
ITtime in most organizations is spent installing and maintaining current systems, cloud technology halds
great potential ta free 1T staff to focus on innovation. While concerns exist about cost, reliability,
security, and regulatian, a recent article in the Harvard Business Review suggests these concerns are
overblown, in part by technology professionals invested in keeping the current system.” While it is not
something to move into blindly, the advantages of moving to the cloud include freeing IT staff to focus
on innoyation, increased ability to share and analyze data {once the data is untangled), and improved
ability to facilitate collaboration.

Recommendations for Information Technology

61. Develop anactive master distribution list faor users of iPhones and cell phanes to avoid time
wasted hunting for numbers during an emergency. This list could be downloaded by new users
inan emergency (short-term).

6.2. While some people we spoke with did not think MATS is the best system to use in emergency
respanse, others {including our team) believe that issues with MATS had to da more with YTrans’
limited capacity 1o provide support for MATS than with the application itself. This lack of support
and training led to bottlenecks, inefficient use, and some frustration. ¥ MATS is to be used as an
agency-wide application and not just an Operations application, \VTrans must increase 1T capacity
in, and support for, MATS (shart-term).

B.3. Explore the use of cloud technology, including having MRAs and Envirenmental Permits (Jloint
AMR and COE) for emergency responders ta use in the field that would populate a warehouse
and facilitate processing via the Internet sa that all parties involved could see pending action
items In real time (mid-term).

6.4. Continue to use the Google Maps application in emergencies (ongoing).

65,  Consider storing HR documents, maps, and other ICC contact information in a central place
(perhaps on VIFER). This could be accomplished by developing a section in VIPER for emergency
information. Email distribution of maps during the response was not experienced as efficient
(rrid-term).

" Same recommaendations that Impact T can also be found in the communicatlons sectian of this repart
* McAfee, Andrew, What Fuery CEQ Neetls to Know About the Cloud. Harvard Busingss Review, November 2011, g, 132,
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B.6. Initially, Irene response data was stored in many different places, leading to confusion. Once the
R drive was put Into use, data storage issues were greatly mitigated, The R drive should be used
irom day one In ermergencies (ongoing).

Workflow

As much as possible, workflow in an emergency should mirror workflow during normal operations. This
minimizes the need for staff to learn new processes while responding to an emergency. However, in
emergencies, FHWA and FEMA have needs for additional documentation and there is a need for same
new processes 1o accommaodate the scale of disaster response. Some workflow issues experienced
during the Irene response will be solved through training in, and a better understanding of, the (CS.
Other workflow processes have been addressed in the Contract Administration section of this report.
Whart follows are workflow issues not addressed in those two previously mentioned sectians.

Recommendations for Workflow

i Develop a process to keep track of equipment lent to contractors (short-term).

7.2. Develop a process ta improve tracking of materials from contractors used on sites. Due ta the
scale of the sites, tracking materials seemed ta be an (ssue commonly experienced. One process
that seemed to help was to have an administrative staff member on site recording materials into
MATS as they were delivered. Regardless of the specific process ar solution, developing a system
ahead of time for tracking materials should help ensure accuracy of involces and help expedite
payments to contractors (short-term).

7.3.  The DDIR process was confusing to those who performed it. There seemed to be a lack of clarity
as ta who owned this process (ICCs or UC) and not enough training in how the work should be
carried out. The agency also seems to lack the capacity to train people in DDIR writing, creating a
bottleneck and confusion. Addressing the needs of this process will be impartant to improving
future emergency respanses (short-term).

Communications

In an emergency response, communication is important to every aspect of the response, VTrans'
Emergency caommunication processes included successes as well as opportunities for improvement.
Notable successes included the regular ongoing calls between UC and the (CCs, including private calls
with commanders each day so that things could be said that people might be reluctant to say in a larger
setting. Additionally, once people understood the ICC structure, they better understond appropriate
channels for communication, which helped overall effarts to communicate mare efficiently.

Since emergency communication protocols had not been developed, challenges also presented
themselves, For example, some workers experlenced a lack of clanity as to what types of communication
needed to flow through UC and when Mantpelier could contact the ICCs directly. Another challenge
occurred when communication regarding MTrans” hiring of employees was funneled through the ICCs
and not through the state unemployment office. Furthermore, some people were either not informed
of ICC communication protecols or lacked the discipline to use them, increasing the hurden on the

18

ReGeneration Resources

FDA, Inc.

171




VTrans Warch, 2012 Irene Innovation Task Force

already overworked ICC units. Spotty cell reception, different business offices buying different types of
cell phones, and sub-optimal equipment added to the challenges.

Communication with other agencies and the public was also mixed. While the Google Maps application
and the use of social media worked very well, the 511 system did not perform adequately and the public
got mixed messages as to which roads were apen. The lack of a protacol for how to communicate with
towns also led to towns being overwhelmed with information from multiple sources (VTrans, RPC,

WLCT).

Recommendatinns for mproving Communication

81, Having neutral observers visit the ICCs worked well and should be repeated {ongaing).

8.2 Develop internal emergency communication systems and protocols to minimize communication
overload and feelings of being micro-managed. At a minimum, these should include claritying
when communication should flow through UC and when VTrans staff could contact the ICCs
directly; how communication regarding hiring should be handled inan emergency; who at UC
communicates with the ICCs: and who at the ICCs communicates with the UC. Encouraging
diseipline in using protocols is also important (mid-term).

23,  Work raidentify and ensure that the right equipment is on harid in emergencies. This should
include the exploration of emergency uses of portable cell towers, an assessment of state radios
and cell phones, and an assessment as to the usefulness of VTrans investing in emergency
software such as DisasterLand {mid-tarm),

84. Work with partner agencles to develop external communication protocols. Ata minimum, this
should include claritying how to best communicate with the towns, how to ensure timely
information gets to the Emergency Operations Center (EOC), and how to improve the 511 system
{mid-term).

8.5. Develop communication contingencies for emergencies that take out power and cell reception
for long periods of time. While this is a worst-case scenario, it is important to spend time
assessing options and developing a plan for this contingency (short-term),

Operations

Given the enormity of the rebuilding task, and how quickly it was accomplished, operations should be
commended for its success. Despite a plethora of obstacles, bridges and roads were rebuilt and access
to [solated communities was re-established. Many of the lessons learned regarding operations are more
applicable to ongoing operations than emergency cperations, What follows are a fow recommendations
for improving operations in@n cmergency response.

Recommendations for lmproving Operalions

8.1. Develop a procedural “Emergency Design Manual” for use by both state and local forces when
re-establishing slide slopes far river banks in an emergency {mid-term).

9.2, Clarity the level of civil engineer testing and documentation expected in emergency response
efforts. There was some ambiguity as to the level of testing and documentation that was
required of those teams constructing new roads. This led to slightly different processes and
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priorities in the two ICCs, Clarifying expectations will help standardize |CC procedures {short
term).

8.3. Better utilize technology for gathering and sharing information immediately after the emergency.
One option would be having a designated crew survey damage via helicopter (or using a state
airplane) and stream video to the situation room so discussion and decisions about repairs could
be made instantly by qualified people. Satellite imagery and LIDAR technology should also be
considered for appropriate application. In addition to getting better information this would also
add another layer to the prioritization of roads—not only prioritizing based on the importance of
the route, but also on the ability to get them open quickly. Waiting for information from scouts
was time- consuming and less useful than a video stream would have been (short term).
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Improving Ongoing Operations
"The future ain't what it used to ba” Yogi Berra

Gieneral Comments About Ongoing Innovations atVTrans

As the agency's response ta irene demonstrated, new ways of doing business have great potential to
increase efficiency and effectiveness. While much of WTrans' ability to accomplish what it did can be
attributed to having permission to sidestep the planning, right-of-way and permitting process, the value
of the new business practices developed during Irene cannot be minimized and must be leveraged.
Incorporating innovative practices into ongoing aperations has two advantages. First, it allows the
agency to reap angaing gains in efficiency. In an era of limited budgets, we believe that all possible ways
to improve efficiency should be explared. Socond, when innovative practices are incorporated inta
ongoing operations, the need to learn new processes in emergencies |s minimized. (For example, if
electronic signatures, paperless systems, and iPads had been used on a daily basis, the emargancy
response would not have needed to fine-tune these new systems).

We believe that the major ingredients that fostered scores of innovative approaches during the lrene
respanse were 1) the use of cross functianal teams that minimized silo thinking and encouraged
everyone focus on larger goals; 2) the infusion of young, tech savvy talent; 3) empowering staff to make
mare decisions without seeking permission; and 4) s level of urgency that opened employees to trying
innovative approaches.

To incorporate innovative practices moving forward VTraps will need 1) people willing to champion and
test ideas; 2) the capacity 1o design {map) new business processes; and 3) the ability to develop policies
and governance that suppert the new, innovative practices.

While we believe that there is great potential to improve business practices at VTrans, without knowing
which innovative practices people are willing to champion, it is hard for us ta recommend priorities. In
general, our guidance would be to test or pilat as many innovative practices as staff is willing to try aut,
then measure the results and make decisions based on those results,

High-Level Recommendations for Ongoing Innovation at VTrans

10.1. Increase the use of cross-functional teams within the agency (shaort term).

10.2, Consider the need to increase capacity in documenting new processes (short term).

10.3. Prioritize integration and strive to improve working relations with other state agencies (short
term).

10.4.  Commit to continual learning and innovation and consider developing a team to vet innovative
ideas and encourage anyone willing to champion an idea to submit a request for innovation
(shart term).

Process and Workflow

The Irene response included many process and workflow changes that dramatically reduced project
delivery times. For example, videos of damaged bridges were streamed to engineers in Maontpelier who
then e-mailed plans back to the site within hours; cross-functional teams worked together to solve
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complex problems using everyone's diverse expertise; electronic signatures were used, reducing the
time it took to process new contracts; and the use of paper was reduced. Most of the new business
processes developed reduced project delivery time and many of these processes should receive strong
consideration for use in ongoing operations.

Research on different organizational structures clearly indicates that when different functions work
together on cross-functional or product teams, innovation increases, products are delivered more
quickly, communication improves, and conflict is reduced. One employee respanding to our survey
validated this research when he wrote, “The “team’ approach worked extremely well. People pulling
together for a common cause, created a very supportive working atmosphere and wark was completed
quickly, seamlessly and a sense of accomplishment was the end result”.

Research also shows that cross-function structures have a downside, however. This downside includes a
tendency to give less attention to formal procedures (for example, IT might be more likely to bend a
policy designed to ensure security to accomplish the overall project goal); functions tend to lose
specialization (for example, if HR is embedded in each district, these staff members will tend to be
generalists and not specialize in benefits or recruiting); and some economy of scale is lost”, While we
are not in a position to weigh the pros and cons of these different structural approaches at VTrans,
research demonstrates that innovation is much more likely to occur with cross-functional teams. While
there are many ways to accomplish the increased use of cross functional teams, a few people we spoke
with suggested that all projects over a certain dollar amount be assigned an engineer, an operations
person, an administrative person, and someone from ANR. These teams could increase ongoing
efficiency and begin to establish processes to be used in future emergencies.

Additionally, VTrans employees said that the innovation with the most potential impact to improve
ongoing operations was streamlining the permitting process. While everyone knows permitting is
essential, many people thought it has become too burdensome and frequently leads to long
bureaucratic delays. Because VTrans is dependent upon the permitting processes of other agencies, it
would be ideal if these processes, as well as the agencies, were reviewed for opportunities for
improvement. While reviewing of the processes of other agencies is beyond VTrans' span of control, we
strongly encourage the agency to work to improve integration with other agencies so that solutions to
inter-agency permitting issues can be found.

We applaud the agency for its ongoing work to redesign processes. However, some people we spoke
with thought more could be done. In addition to wanting to streamline the permitting process,
employees also spoke to the desire to streamline the design process (especially when federal dollars are
not being used) and the contracting process. One employee exemplified this opinion, saying that the
agency should “Expand the current process workflow improvement efforts beyond documentation and
deploy it at the task level”.

Redesigning processes can be burdensome but it can also yield huge returns on investment. In order to
minimize the initial investment of time, we recommend targeted, high-level process redesign work as a

*walker, A., & Lorsch, J, (1968}, Organizational choice: preduct versus function. In ). Shafritz, O, )., & Jang, Y., Classics of
organization theory (pp. 208 - 218). Belmont, CA: Wadsworth,
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starting point, When assessing processes for potential redesign, some guestions we encourage clients
to ask are:

& Are there too many octors?
Are there too many handoffs or o lot of movement across different functions?
« Are there non-value-odded steps or non-critical steps holding up the main flow?
Is there an obvious bottleneck?
Are there cleor process owners at all times ?
* Are there many return loaps indicoting mistokes, incomplete work, duplicetion of effarts, or
excess verification of standards?
» Are errors identified early in the process?
» [o problems get all the attention while the majority of the work waits?
» (s the process "one size fits all”, resulting in excess dacumentation for simple coses?
s I5 the process undocumented, leading to eoch individual or area doing it their own way?

* |5 there poar colfaboration ocross arganizational boundaries, as in "We're working at cross
purposes”? This often resufts from local or internal measures os opposed to process-oriented
ar customer-oriented measures that focus on outcomes, not tasks™.

Finally, in thinking of process, one of the things that helped get the job done during the lrene respanse
was forming "task groups” that were given clear priarities and encouraged ta work as hard as they could
on one challenge until it was solved. This approach is Tn contrast to the typical approach of forming a
committee which gets busy with other work and frequently loses focus. When addressing issues in the
future, the "task group” approach with clear priorities, goals, deadlines, and increased accountability will
increase the likelihood of high-priority work being accomplished. In light of this, we also suggest
asslgning a task team, perhaps with external support, to implement the recommendations in this report.

Recommendations for improving Ongoing Processes and Workflow

11.1.  Wark to streamline the permitting process {start in the short torm with hope of completing work
in the mid-term).

11.2. Ewaluate other processes for the need to streamline. This work should include continued
revamping of the Right of Way (ROW) and contracting processes, exploring ways to streamline
the design process {perhaps by keeping more design wark in the districts and using processes
with less documentation when federal dollars are not being used), and evaluating other
processes that employees think could be more effective (evaluate in short term, commit to
redesign in the mid-term).

11.3. Consider the use of a rotation program for interagency cross-training, This, like cross-functional
teams, could mitigate the negative impact of silo thinking and add capacity to critical positions in
emergencies (mid-term).

114 Move away from committees towards the use of “task groups” to work on all high priority
projects (short-term).

" Taken in part from Sharp and McDermott, Workflow Madsling, Artach House, Baston: 2001,
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11.5.  "Caonsider changes ta how Maintenance of Record Drawings are handled within VTrans. During
the emergency repairs, there was one person assighed to 2 consulting team (Green International)
who could be contacted ta help find record plans and other agditional existing information about
the structures and roadways being inspected, enabling contractors ta know wham to contact
when drawings from YTrans were needed. Under typical design projects, record drawings are
obtained through VTrans Project Managers, a task that can be burdensome to them. It would be
beneficial to have a specific contact at VTrans who acts as a custodian of all the record drawings.
Thase who want recard drawings can contact this custodian to acquire them. Rhode Island and
Massachusetts have a custodian and 3 room to keep all their record drawings (mid-term)” .

11.6. Increase use of outside hired flaggers to allow for larger work crews and to ensure skilled
warkers are operating at full capacity. Additionally, consider establishing a statewide MRA far
traffic cantral. This MRA could be used by all distrlets (short-term),

11.7. Continue to work toward a comman utility map that provides Utility District coverage
(telephune, power, cable and other utilities) (mid-term).

11.8. Continue wo fast-track high-priority projects and increase use of the Accelerated Bridge Project
{ongoing).

11.9. Close roads more frequently and promote road closures to do work more cheaply, safely, and
quickly {short-term).

11.10. Assign a task team, perhaps with external support, to implement the recammendations in this
repart [short-term).

Integration within V'Trans and with Other State, Municipal and Federal Agencies

The Irene Recovery Report stated that "The success of Vermaont's transportation-related response 1o
Irene is due in equal parts to the talented and dedicated staffs at multiple state agencies, as well as an
unprecedented level of partnership and collaboration both outside of and within state government.” 2
The report goes on to say that "making government more effective and flexible ta the changes ahead
will require an increased ability to tear down the ‘silos’ of state government.” ™

The lrene Recovery Report suggests a few specific agencies for VTrans to inerease collaboration and
partnerships with, including ANR, RPCs, the Department of Tourism and Marketing, the US Army Corp of
Engineers, FEMA, and FHWA." To this list, we would add the state palice, Building and General Services,
and the utility companies as key partners with whom increased collaboration is necessary. Additianally,
internally VTrans needs to promote integration of processes, especially prioritizing the integration of
data. Te accomplish this, time must be dedicated to Torming and buillding relationships with internal and
external partners so that different perspectives and shared goals can be discussed,

Yishikurs, Ko, Emergency Repairs Assessment Memo. Emalled to Al Neveau Janwsary 20, 2012, 2:16 gy Unpublished
" Lunderville, Neale, Irene Recovery Repart: A Stronger Futire  Unpublished reportwritten for the Gaverrar af Vermant
211, P A

2 ibid, P. 85
W bid, P, 46
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Recommendations to lmprove Integration

12.1.  Establish point people for initiating meetings with each of the above-mentioned partners. The
paint person for each group should be responsible for working with the key partner ta identity
commen goals, identify challenges to meeting those goals, and develop solutions ta Increase
effectiveness with each group (short term),

12.2. Form a task group, including IT and end users, assigned to develop a system(s) for standardizing
data callection and data integration. Solutions need to be developed so that databases (MBIS,
MATS, and BlZ) are seamless and work together (short term).

12.3.  Increase contact between ANR and agency project managers and excavators, perhaps by having
AMNR conduct half-day trainings on river science 2 few times a year (short term).

124  The General Manager in District 2 is considering improving integration by inviting all project
stakeholders to the district once a year for a site visit, The goal of the visit would be ta have all
parties agree in principle an a design plan. We recommeand encouraging this new approach and
tracking its progress (short term).

Communications

In most agencies the size of YVTrans, communication 1s a challenge. The increased use of cross-functional
teams, discussed above, should Imprave communication. Additionally, the agency might consider using
the |CS approach of identifying communication speclalists when conflicts arise. If all communication
flowed through these specialists, communication could improve. The one drawback to implementing
this commupication protocol is that it would require clear communication processes and a cultural
change so that people would respect the new processes. While the process could be designed and
implemented, ensuring staff discipline in using it would be less than certain.

Recommendations to lmprove Communication in Ongolng Operations

13.1. Consider the use of "communication specialists”, similar 1o those used in the ICS, for ongoing
canflicts and crisis management (mid-term).

Information Technology

As became evident during Irene, there are many ways that technology can contribute to ongoing agency
innovation. As we stated above, in order to implement innovation into ongoing operations the agency
will need 1) champions whe are end users (as oppesed to IT) willing to pilot and test new ideas; 2) the
capacity to design and map the new processes; and 3) the ahility to develop palicies and governance
structures for the new processes, If these three ingredients are in place, many IT innavations are
possible at VTrans. The agency's general IT department and the operations divisions' IT leaders were
very open to and excited about new |T possibilities when we spoke with them. However, others
{champions, processes designers, and policy makers) will have to step farward for these innovations to
be tested and evaluated. The following list of recommendations should be prioritized based on the
level of enthusiasm and intarest from VTrans employvess.
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Recommendaions Lo Innovate VTrans [T Processes

14.1 Incorporate the use of GPS data cameras, iPads, smart phanes, smart tablets, and other new
technalagy in all aperatians. This technology should be embraced by all divisions and training
and support provided. As a first step, begin to place new technology that was useful in the Irene
response into the hands of those who could benefit from it. The transition to GPS could be
especially useful as it is more aligned with other state government systems (e, safe dig, state
palice] while alsa standardizing site naming conventions,

14.2  Continue with the development and update of new series maps, such as bridge and culvert maps.

14.3. Continue the use of electronic signatures and expand their use beyand MRAs.

14.4, Eliminate paper whenever possible, Track people, equipment, materials, rooms, meals, and
inventory through a database, The database could become the control point for generating all
tracking information and reports.

14.5. Districts necd people able to provide first-line IT suppaort and wha can support new technology.
District IT specialists need to be better utilized in all districts.

14.6. Stay engaged in soclal media in an ongoing manner, This will require someone to manage the
cantent and clear policies governing its management.

14.7.  During the lrene respanse, detailed, routine bridge inspection information was not readily
avallable and was not always provided to contractars prior to thelr site visits. Consider the use of
a bridge information database (such as PONTIS or 40) so that such information can be obtained
through the web by anybody with prior approval by VTrans,

Uperations

Incarporating innovations into ongoing operations has the potential to greatly improve organizational
efficiency and effectiveness. Many of the recommendations we collected regarding innovations in
ongoing operations relate ta design changes, prevention procedures, and new operations practices,
Additionally, creating a culture that is less risk-averse and finding ways to recruit more tech savwy youth
surfaced as important long-term goals.

Many prevention suggestions we heard were thought to be easily incorparated and relatively low cost.
Incarporating considerations regarding flooding into bridge design criteria and increasing the use of
riprap an river banks were two such items. Additionally, Tom McArdle nated thar, typically, culverts and
bridges are frequently undersized resulting in their inabllity to carry high debris loads. Many points of
fallure occur on small, intermittent streams that are “typically out of right-of-way on private property
where funding assistance is not available, Left upchecked, repeated damages are likely, Montpelicr has
now ‘intervened’ in three channel stabilization projects which proved beneficial in preventing repetitive
damages.” % More selective intervention/prevention wark to stabilize streams, Tom believes, is needed.
Risk tolerance also emerged as a theme as we conducted our interviews. Many believed that the fast
turnaround time VTrans accormplished in its recovery work could be attributed, in part, to its willingness
to take appropriate risks due 1o the severity of the circumstances. Those we spoke with wondered if it
would be possible to change VTrans’ culture to make it less risk-averse. One example of this has to do

™ Ermail from Tom MecArdle ta Chris Cochran, February 7, 2012, 4:06 pm. Unpublished.
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with the ROW process, which is frequently slaw as it attempts to meet everyone's needs and desires.
Spending a bit more money up front in ROW negotiations, or sometimes mowving forward before a final
agreement is reached, might be more cast-effective in the long run than spending agency time and
resources haggling over the final price.

As another example of increased risk tolerance during the Irene recovery, employees at all levels felt
more empowered to make decisions on their own. One person we spoke with thaught it would be more
efficient if he could make ongeing decisions about work and pricrities and replace the process of asking
for permission with a reporting process to inform his supervisor While we believe the movement
towards a less fisk-averse culture at VTrans would Improve efﬂc‘tenwm and morale, we also recognize
that state government in general, and VTrans specifically, have culturally engrained patterns of
operating that will not be changed easily.

Finally, a few people we speke with noted that much of the innovation that occurred during the Ireng
respanse was directly attributed to the infusion of youth into VTrans. While recruiting tech savvy youth
has been difficult for the agency, we believe that finding ways to attract, develop and retain youth |s
critical to ongoing innovation at VTrans. Some of the ideas listed above (incorporating more cutting
edge technology into operations, empowering emplayees at local levels to make more dedisions, using
cross- functional teams, and mitigating state agency integration issues) should help with recruiting and
retention. While we realize that other obstacles remain, one of the gasiest ways to promote outside—
the-hox thinking is to hire new people whao have not been “in the box” very long.

These and other recommendations, mostly related to changes in the design process and aperations
practices, are listed below.

Recommendations to Promote Innovation During Ongoing Opecations -General /Prevention

15.1.  Weork to recruit and retain young talent {long-term).

15.2. Promote selective stream stabilization—even when prevention work is nceded is on private
property (mid-term),

15.3. Work tocreate a less risk-averse culture (long-termy).

Récoimmendations o Promote nnovation During Oogolng Operations -Design Related

16.1. Include ability to withstand flooding in bridge design criteria (short term).

16.2. Revisit riverbank design methodology and consider increasing the use of riprap (shart term).

16.3. Simplify design plans. Design plans prepared for consultants during the Irene response did not
follow the standard VTrans plan requirements and did not include Orainage and tem Details,
Earthwork and Quantity sheets and did not list individual items on plan sheets, These omissions
allowed plans to be more quickly and efficiently delivered 1o VTrans, Minimizing informatian in
the design plans did not affect canstruction. VTrans should cansider simplifying the design plans
by omitting some of the repetitive infarmation currently required to be shown on all VTrans
plans. This change would allow faster and mare efficient delivery of plans by design engineers,

* gimen, B, The Proverbs of Administration (1846, InJ, Shafritz, Ot )., & lang, ¥, Classics of organfzatian theory p, 115,
"Efficiency | enhanced by keaping at a minimum the number of organizational levels through which a matier must pass
befare it |5 actéd upon.”
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For example, most information shown on Drainage and ltem Details and Earthwork and Quantity
sheets, and a listing of individual items on the plan sheets, can be found in the estimate and
elsewhere in the design documents and may be provided to VTrans as design back-up
documents, Simplifying design plans may reduce change orders during construction since there
are fewer chances of design discrepancies (mid-term)"’.

Better utilize Route Logs. Route Logs provided by VTrans helped immensely in finding and
identifying structures and their locations. Route Logs should be kept up to date and be made
available to all design engineers to ensure that information In the Route Log is fully utilized in the
design process [mid-term)™®,

Design engineers found the procedures provided by VTrans for emergency hydraulic assessment,
as well as the Draft Hydraulic Manual, to be thorough and straightforward. An update that
brings the Draft Hydraulic Manual up to date with the current bridge manual would also be
helpful {mid-term)”*.

" ishikura, ko, Emergency Repairs Assessment Memo, Emailed to Al Neveau January 20, 2012, 2:16 pm. Unpublished
P Ishikura, Ko, Emergency Repairs Assessment Memo. Emailed to Al Neveau lanuary 20, 2012, 2116 pm. Unpublished
- Ishikura, Ko. Emergency Repairs Assessment Memo. Emailed to &l Neveau January 20, 2012, 2:16 pm. Unpublished
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Appendix A: Incident Command Recommended for VTrans

Level 1. A single incident commander at the central office is available for District Administrator's reguests for assistance

Unified
Commanpder
Central OHice

District
Administrator

District

Level 2. Planning, logistics, and administration/finance chiefs are available 1a help the Unified Commander meet districts’

reguests,

Level 3. In this level of ICS activation, the Central Office has a full staff pperating under the Unified Commander. There is also
a liaison responsible for communicating with various State officials involved in the incident. The Unified Command is available
1o meet requests from the variouws local Incident Command Centers established around the State,
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(rganization Name
VTrans Gil Newbury Incident Commander
VTrans Joe Flynn Incident Commander
VTrans Unified Command - Director of
Scott Rogers Dperations
VTrans Unified Command - Director of
Rich Tetreault Program Development
VTrans Ann Gammell Operations Chief - Rutland
VTrans Dan Delabrevere  Logistics Chief - Dummerstan
VTrans Information Officer -
Susan Clark Dummerston
VTrans Rob Gentle Ops Tech Services
VTrans Lenny LeBlanc Director of Finance and Admin
VTrans Kristin Higgins Planning Chief - Dummerston
VTrans Anne Candon Logistics Chief - Rutland
VTrans Angela Administration Chief -
Woodbeck Dummerston
VTrans Morgan Tyminski  Administration Chief - Rutland
VTrans Marlene Betit OPS Business Office
VTrans Marlene F&A Business Office
Mclntyre
VTrans Helen Estroff PDD Business Dffice
VTrans Coleen Krauss MRA CAT llis
VTrans Alec Portalupi Ops Tech Services

H whlle the great majority of the recommendations we present in this report come from those we Interviewed, we did not
agres with every recommendation we heard and therefare this report is not a complete list of suggestions from those we
Interviewed, Additionally we oocasionally used our professional expertise to reflect on suggestions and put them in the

context of |C5 or organizatiznal theory, Therefore, a few of the recommendations presented are the Task Force's synthesis of

ideas we heard.
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VTrans Mike Hedges Structures
VTrans Bruce Michols General Manager District 3
VTrans Carl Senecal Acting Foreman, North
Montpelier Garage, Rutland ICC

VTrans lonathan Croft Mapping - Fishbowl
VTrans Roger Lyon- Mapping - Fishbowl

Surrey
VTrans Kevin Viani Mapping - Fishbowl
VTrans David Hoyne: Construction
VTrans Nick Wark Environmental - Hydraulics
VTrans Mladen Gagulic  Rail
VTrans Chris Cole Director of Policy and Planning
VTrans Tammy Ellis Operations Chief - Dummerstan
VTrans Chris Williams. Planning Chief - Rutland
VTrans Rick Howard Safety Officer - Dummerston
VTrans Tom Hurd IT Section Head
VTrans Wayne Gammell  Maintenance Administrator /

Rutland ICC OPS

VTrans Rick Scott Mapping - Fishbowl
ANR / DEC Mike Klein River Management

Barry Cahoun
Army Corps of Engineers Marty Abair Senior Project Manager

Mike Adams
Federal Highway Administration Matthew Hake Division Administrator

Larry Dwyer Assistant Division Administrator

Roger Thompson
Contractors Cathy Voyer AGC

Roger Gilman Miller Construction, Inc.

Craig Mosher Masher Excavating, Inc.
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David Markowski  Markowski Excavating, Inc,
David Renaud Renaud Bros., Inc.
Consultants Ko Ishikura, P.E.  Grean International
NH DOT Butch Knowlton  Director of Operations
[Vermont league of Cities & Towns) Steve Jeffrey Director
{Regional Planning Commission) Michelle Director
Boamhower
Peter Gregory Executive Director, Two
Rivers/Ottauguechee
Tom Kennedy Executive Director, Southern
Windsor
Chris Campany Executive Director, Windham
Regional Commission
Buildings & General Services Mike "Obie"” Commissioner
Obuchowski
ME Central RR Rick Bushey
VT Rall System Shane Filskow Operations Manager, Rutland,
Public Safety Colone| Thomas
), L'Esperance
CVPS Brian P. Keefe Vice President - Gavernment
and Public Affairs
FairPoint Communications Randy Chapman
MNational Guard Lt Phillip
Harrington
White River Junction Focus Group Attendees
Michael Orticari Sal Balzanelli Paul Stratton
Warren Pratt, Jeremy Hoole Dennis Rhoades
lerold Kinney, Robert 5. Childs Timothy M. Hold
Chris Bump, Ervin Ricker
St. Johnsbury Focus Group Attendees
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Christine Emmons. Dale Perron John Dunbar
Lance Duquette Shane Morin Shauna Clifford
St. Albans Focus Group Attendees
Dwight Robtoy Sharon Resseguie Christine Menard-0'Neil
Hobie Gates
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Appendix C: Task Force Member Overview

William C. Bress, PhD, DABFT halds a bachelor's degree in biology from C.W. Post College and master's
and doctoral degrees in toxicology from St Jahns University. Prior to moving to Vermant, he worked in
several clinical laboratories, a crime lab, and medical examiner’s office on Long Island. William worked
for tha Vermont Department of Health from 1985 to 2011 as the State Toxicologist. He has 20 years'
experience in emergency response, dealing with Vermont Yankee FEMA exercizes and drills. He has also
participated in chemical and biological Health Department Incident Command emergency responses,
William served for 10 years on the Environmental Protection Agency Acute Exposure Guideline
Committes, setting emergency evacuation standards for industrial accidents.

Denise Gumpper is the Agency of Transportation Contract Administration Chief, oversesing the work
performed by the Bid Services and Administration Unit; Canstruction Contracting Unit, Persanal Services
Agreements Unit; and the Prequalification, Special Agreements, and Grants Unit of the Contract
Administration Section. Frior to her move to Vermont this past July, Denise was an attorney in the
Contracts Administration Section of the Cannecticut Department of Public Warks.

Donna Holden provided administrative support to the team.

Greg Hessel, Principal of ReGeneration Resources, is a professional trainer, facilitator, and senior
organizational deyvelopment consultant based in Brattleboro, Vermont. Greg works to help
organizations grow, change, and manage conflict. Greg does this by conducting assessments and
providing change management, process redesign, conflict management, team bullding, training, meeting
facilitation, and strategic planning services to arganizations throughout New England.

Alan Neveau retired after a 39-yoar career with the Agency of Transpaortation. Al started his career at
the Materials & Research Lab, working his way through positions in Engineering and Planning until being
promoted to the Local Transportation Facilities Program Manager. There, Al oversaw the many
municipally-managed prajects that the agency coordinates. Al's oversight of LTF also included many
agency-managed projects such as bike paths, park-and-ride lots, and other capital asset

improvements. Recently, Al was asked back to the agency to coordinate some of the financial 2spects
related to the Irane event.
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Appendix D: Glossary of Acronyms

Irene Innovation Task Force

VTrans Acronym Index

ANR Vermont Agency of Natural Resources
COE U.5. Army Corps of Engineers
| DDIR Detailed Damage Inspection Report
FEMA Federal Emergency Management Agency
FHWA Federal Highway Administration
IcC Incident Command Center
ICS Incident Command System
MATS Maintenance Activity Tracking System
'MRA Maintenance Rental Agreement
| ROW Right of Way
RPC Regional Planning Commission
| SEOC State Emergency Operation Center
SEOP State Emergency Operation Plan
SopP Standard Operating Procedures
S5F State Support Function
VIPER VTrans Information Portal for Enterprise Resources
I_"EE'M Vermont Emergency Management
uc Unified Command
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Recommendations

Recommendations for Incident Command

1.1.

Assign personnel ta be Incident Commanders and section chiefs
during an emergency.

1.2,

Give those assigned the proper |CS training for their duties.

1.3.

Ensure adequate resources for emergency response. These
resources should include a review of communication equipment,
ensuring adequate shift coverage tor critical positions, determining
which roles need to be backfilled during an emergency response,
giving key people in the ICCs administrative support to monitor
emails and other communication, and considering emergency fleet
capacity when purchasing new vehicles,

1.4,

Provide key personnel identified and trained for future ICC duties
with state of the art technology (iPads, iPhones, etc.) to use on a
daily basis.

15.

Write a Standard Operating Procedure for VTrans |CS, 50Ps should

Include standardizing financial processes, clarifying the role of

planning, formalizing the role of IT, formalizing communication
processes, ensuring that the UC fully utilizes the 1CS, and developing
a three- tiered system as described above,

1.6

Learn background experience of all appointed staff team leaders to
better understand their talents and ensure that the right people are
in appropriate positions in 1C5.

17.

Think through the physical and geographic issues, including
identifying the best locations for ICCs around the state. In our focus
groups, those furthest from the ICCs tended to experience the most
isnlation and feel the mast resource-depleted. Additionally,
knowing where the UC will be established is critical.

1.8,

Update the VTrans Continuity of Operations Plan to reflect the 1CC
structure.
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Recommendations

Recommendations to Improve Internal Integration

2.1. Inemergencies, continue to promote the use of cross-functional
Teams.

2.2. Think of ways to better integrate those working on rail lines and the
state airport into the emergency operations.

2.3, Include a VTrans enviranmental liaison in the ICCS planning.

Recommendations to Improve External Integration

=[S

Develop stewardship agreements and memaranda of
understanding with key agencies to accommodate emergency
response efforts. These agreements should include better
definitions of who is responsible for what in emergencies and
where jurisdiction lies, and protocols for state personnel to identify
themselves in the field during an emergency (short-term).

3.2.

Convene a meeting this summer (before stakeholders forget this
event) to allow towns, VTrans, ANR, COE, FHWA, FEMA, VEM, RPCs,
and/or other state agencies to discuss the "who's and what's" of
responsibility and contacts for any future events.

3.3.

Incorporate the RPCs, ANR, FEMA, and FHWA into ICC planning.

3.4,

3.5.

Develop protocols for working with key agencies in emergencies
including finding ways to identify all state workers in cmergencics.
Additionally, work to ensure that all key agencies are engaged from
day one.

Work to ensure that all state agencies use the same districts in an
emergency. Having the state police, LEPC, RPCs, and others all
conceiving districts” boundaries differently creates confusion. Even
if this cannot be achieved, VTrans district lines, because they are
irregular and include “fingers", probably should be ignared when
thinking of the geographic parameters of the different ICCs (long-
term).
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Recommendations

3.6.  Asthestate public assistance program is transferred from \Trans to
VEM, it will be important that VEM (with VTrans support) push
FEMA to pay for all eligible activities, including those designed to
improve river management and prevent future floods. To this end,
a full-time Attorney General assigned to work with FEMA has been
identified as a need and should be actively pursued.

3.7. Different requirements from FEMA for PA funds and FHWA for ER
funds created confusion. Therefore VTrans should work with FEMA ¥
and FHWA to explore possible changes to better align the PA and ER
requirements (short-term).

Recommendations for Training

While pre-identified leaders need the most training, those at the
front lines also need to better understand roles. Training should
include checklists and emergency standard operating procedures
(SOPs), especially with regards to how finances are handled. A
manual should be developed, possibly with the help of ather states
that have already written them. Clarity regarding Detailed Damage
Incident Reports (DDIRs) should be included in the training manual.

4.2,  Pocket manuals should be developed for individuals in the ICC units.
Each section head (Logistics, Planning, Operation, Finance) would
receive a pocket manual. The manual would document who
responds, what they do, where they go, and when they do it, as well
as FAQs addressing ICC operations.

4.3, Use ongoing mini-disasters as a chance to practice and evaluate the " 7 7
skills of potential leaders.

4.4.  If new technology is not incarporated into ongoing operations,
develop a plan to support technology used in emergency response.

4.5. Clarify the role of VTrans in training key stakeholders, including
contractors, towns, RPCs, DPW, and subcontractors.

4.6. Incorporate river management principles inta VTrans Operation’s
training institute as one method of institutionalizing river
engineering into infrastructure engineering.
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Recommendations for Contract Administration

Irene Innovation Task Foroe

51. Compilea “Contractor Registry” database as described above,

5.2. Developa standardized electronic Contract Processing system as
described above.

5.3. Develop an emergency administrative packet for use by ICC/UC
Administrative Teams that also is available electranically. The
administrative packet will include a clear explanation of the
invoicing process, the contracting process, the DDIR requirements,
the levels of emergency, safety protocols, and the different funding
sources for emergency wark.

54. Develop an emergency packet for use by contractors doing
emergency work, including the materials listed in 5.3 above.

5.5 Develop an "Emergency Waiver” process. When an emergency of
appropriate level has been determined and declared by the
administration, the waiver would allow a pre-established
emergency process to take effect for agencies involved in the
emergency response. These emergency processes will have to be
defined and developed

5.6. Review and standardize the process for paying contractors to
ensure rmare prompt payment.

5.7.  Explore alternative emergency contracting processes that include,
but are not limited to, changes to MRAs.

‘l'

Recommendations for Information Technology

6.1. Develop an active master distribution list for users of iPhones and
cell phones to avoid time wasted hunting for numbers during an
emergency. This list could be downloaded by new users inan
CMErgency.

6.2.  While some staff do not think MATS is ideal for emergency response,
others believe that issues with MATS were a result of VTrans' limited
capacity to provide support. This lack of support led to bottlenccks,
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Recommendalions

inefficient use, and frustration. If MATS is used as an agency-wide
application, VTrans must increase capacity in, and support for MATS.

6.3.

Explore the use of cloud technology, including having MRAs and
Environmental Permits (loint ANR and COE) for emergency
responders to use in the field that would populate a warchouse and
facilitate processing via the Internet so that all parties involved
could see pending action items in real time.

6.4.

6.5.

Continue to use the Google Maps application in emergencies .

Consider storing HR documents, maps, and other |CC contact
infarmation in a central place (perhaps on VIPER). This could be
accomplished by developing a section in VIPER for emergency
information. Email distribution of maps during the response was
not experienced as efficient.

6.6.

Initially, Irene response data was stored in many different places,
leading to confusion. Once the R drive was put into use, data
storage issues were greatly mitigated. The R drive should be used
from day one in emergencies.

v o

Recommendations for Workflow

71

Develop a process to keep track of equipment lent to contractors,

v

7.2

Develop a process to improve tracking of materials from
contractors used on sites, Due to the scale of the sites, tracking
materials seemed to be an issue commonly experienced, One
process that seemed to help was to have an administrative staff
member on site recarding materials as they were delivered.
fegardless of the specific process or solution, developing a system
ahead of time for tracking materials should help ensure accuracy of
invoices and help expedite payments to contractors (short-term).

7.3.

The DDIR process was canfusing to those who performed it. There
seemed to be a lack of clarity as to wha owned this process (ICCs or
UC) and not enough training in how the work should be carrled out.
The agency also seems to lack the capacity to train people in DDIR
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Recommendations

writing, creating a bottleneck and confusion. Addressing the needs
of this process will be important to improving future emergency
responses.

Recommendations for Improving Communication

2.1. Having neutral observers visit the ICCs worked well and should be
repeated

8.2.  Develop internal emergency communication systems and protocols
to minimize communication overload and feelings of being micro-
managed. These should include clarifying when communication
should flow through UC and when VTrans staff could contact the
ICCs directly; how communication regarding hiring should be
handled in an emergency; who at UC communicates with the I1CCs;
and who at the ICCs communicates with the UC. Encouraging
discipline in using protocols is also important

B3, Waork toidentify and ensure that the right equipment is on hand in
emergencies, This should include the exploration of emergency
uses of portable cell towers, an assessment of state radios and cell
phones, and an assessment as to the usefulness of VTrans investing
in emergency software such as DisasterLand.

84.  Work with partner agencies to develop external communication
protocols. At a minimum, this should include clarifying how to best
communicate with the towns, how to ensure timely information
gets to the Emergency Operations Center (EOC), and how to
improve the 511 system.

85  Develop communication contingencies for emergencies that take
out power and cell reception for long periods of time. While this is
a worst-case scenario, it Is important to spend time assessing
options and developing a plan for this contingency

Recommendations for Improving Operations

91. Develop a procedural “Emergency Design Manual” for use by both
state and |ocal forces when re-establishing slide slopes for river
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Recommendations

banks in an emergency.

9.2,  Clarify the level of testing and documentation expected in
emergency response efforts. There was some ambiguity as to the
level of testing and documentation that was required of those
teams constructing new roads. This led to slightly different
processes and priorities in the two ICCs. Clarifying expectations will
help standardize |CC procedures.

9.3 Better utilize technology for gathering and sharing information
immediately after the emergency. One option would be having a
designated crew survey damage via helicopter {or using a state
alrplane) and stream video to the situation room so discussion and
decisions about repairs could be made instantly by qualified people.
Satellite imagery and LIDAR technology should also be considered
for appropriate application. In addition to getting better
information this would also add another layer to the prioritization
of roads—not only prioritizing based on the importance of the
route, but also on the ability to get them open guickly. Waiting for
infarmation from scouts was time- consuming and less useful than a

_ video stream would have been (short term).
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Recommendation

High-Level Recommendations for Ongoing Innovation

10.1. Increase the use of cross-functional teams within the agency.
10.2. Consider the need to increase capacity in documenting new
processes.
10.3. Prioritize integration and strive to improve working relations with
other state agencies,
10.4. Commit to continual learning and innovation and consider

developing a team to vet innovative ideas and encourage anyone
willing to champion an idea to submit a request for innovation.

Recommendations for Improving Ongoing Processes and

Workflow

11.1.

Work to streamline the permitting process (start in the short term

11.2.

with hope of completing work in the mid-term).

Evaluate other processes for the need to streamline. This work
should include continued revamping of the Right of Way (ROW) and
contracting processes, exploring ways to streamline the design
process (perhaps by keeping more design work in the districts and
using processes with less documentation when federal dollars are
not being used), and evaluating other processes that employees
think could be more effective (evaluate in short term, commit to
redesign in the mid-term).

11.3.

Consider the use of a rotation program for interagency cross-
training. This, like cross-functional teams, could mitigate the
negative impact of silo thinking and add capacity to critical
positions in emergencies.

11.4.

Move away from cormmittees towards the use of “task groups” to
work on all high priority projects.

11.5,

Consider changes to how Maintenance of Record Drawings are
handled within VTrans. During the emergency repairs, there was
one person assigned to a consulting team (Green International) who
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Recommendation

could be contacted to help find record plans and other additional
existing information about the structures and roadways being
inspected, enabling contractors to know whom to contact when
drawings from VTrans were needed. Under typical design projects,
record drawings are obtained through VTrans Project Managers, a
task that can be burdensome to them. It would be beneficial to
have a specific contact at YTrans who acts as a custodian of all the
record drawings. Those who want record drawings can contact this
custodian to acquire them. Rhode Island and Massachusetts have a
custodian and a room to keep all their record drawings.

11.6.

1Ly

Increase use of outside hired flaggers to allow for larger work crews
and to ensure skilled workers are operating at full capacity.
Additionally, cansider establishing a statewide MRA for traffic
control. This MRA could be used by all districts.

Cantinue to work toward a commaen utility map that provides Utility
District coverage (telephone, power, cable and other utilities).

118

Continue to fast-track high-priority projects and increase vse of the
Accelerated Bridge Project.

113,

Close roads more frequently and promote road closures to do work
maore cheaply, safely, and quickly.

1110

Assign a task team, perhaps with external support, to implement
the recommendations in this report.

Recommendations to Improve Integration

12.1.

Establish point people for initiating meetings with each of the
above-mentioned partners. The point persan for each group
should be responsible for working with the key partner to identify
common poals, identify challenges to meeting those goals, and
develop solutions to increase effectiveness with each group.

12.2,

Form a task group, including IT and end users, assigned to develop a
system(s) for standardizing data collection and data integration.
Salutions need to be developed so that databases (NBIS, MATS, and
BIZ) are seamless and work together.

7

49

ReGeneration Resources

FDA, Inc.

201




VTrans March, 2012

Irene Innovation Task Force

Recommendation
=
s
[T
=
12.3. Increase contact between ANR and agency project managers and v
excavators, perhaps by having ANR conduct half-day trainings on
river science a few times a year.
12.4. The General Manager in District Twao is considering improving v

integration by inviting all project stakeholders to the district once a
year for a site visit. The goal of the visit would be to have all parties
agree in principle on a design plan. We recommend encouraging
this new approach and tracking its progress.

Recommendation to Improve Communication in Ongoing
Operations

13.1. Consider the use of “communication specialists”, similar to those
used in the ICS, for ongoing conflicts and crisis management.

Recommendations to Innovate VTrans I'T Processes

14.1. Incorporate the use of GPS data cameras, iPads, smart phones,
smart tablets, and other new technology in all operations. This
technology should be embraced by all divisions and training and
support provided. As a first step, begin to place new technology
that was useful in the Irene response into the hands of those who
could benefit from it. The transition to GPS could be especially
useful as it is more aligned with other state government systems
(i.e. safe dig, state police) while also standardizing site naming
canventions.

14.2.  Continue with the development and update of new series maps,
such as bridge and culvert maps,

14.3. Continue the use of electronic signatures and expand their use
bayond MRAs.

14.4. Eliminate paper whenever possible, Track people, equipment,
materials, rooms, meals, and inventory through a database, The
database could become the control point for generating all tracking
information and reports.

14.5. Districts need people able to provide first-line IT support and who
tan support new technology. District IT specialists need to be better

Prioritize based on ease of implementation and the

availability of end users to test and champion
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Recommendation

utilized in all districts.

14.6. Stay engaged in social media in an ongoing manner. This will require
someone to manage the content and clear policies governing its
management.

14.7. During the Irene response, detailed, routine bridge inspection

information was not readily available and was not always provided
to contractors prior to their site visits, Consider the use of a bridge
information database (such as PONTIS or 4D) so that such
information can be obtained through the web by anybody with
prior approval by VTrans.

Recommendations to Promote Innovation During Ongoing

Dperations -General /Prevention

15.1, Work to recruit and retain young talent,

15.2. Promote selective stream stabilization—even when prevention
work is needed is on private property.

15.3. Work to create a less risk-averse culture.

Recommendations to Promote Innovation During Ongoing

Operations -Design Related

the Irene response did not follow the standard VTrans plan
requirements and did not include Drainage and Item Details,
Earthwork and Quantity sheets and did not list individual items on
plan sheets. VTrans should consider simplifying the design plans by
omitting some of the repetitive information currently required to
be shown on all VTrans plans. This change would allow faster and
more efficient delivery of plans by design engineers. For example,
most information shown on Drainage and Item Details and
Earthwork and Quantity sheets, and a listing of individual items on
the plan sheets, can be found elsewhere in the design documents

16.1.  Include ability to withstand flooding in bridge design criteria. v

16.2. Revisit riverbank design methodology and consider increasing the ¥
use of riprap.

16.3. Simplify design plans. Design plans prepared for consultants during

51

ReGeneration Resources

FDA, Inc.

203




VTrans March, 2012 Irene Innovation Task Foroe

Recommendation

and may be provided to VTrans as design back-up documents.
Simplifying design plans may reduce change orders during
construction since there are fewer chances of design discrepancies.

164, Better utilize Route Logs. Route Logs provided by VTrans helped v
immensely in finding and Identifying structures and their locations.
Route Logs should be kept up to date and be made available to all
design engineers to ensure that information in the Route Log is fully
utilized in the design process.
16.5. Design engineers found the procedures provided by VTrans for v
emergency hydraulic assessment, as well as the Draft Hydraulic
Manual, to be thorough and straightforward. An update that brings
the Draft Hydraulic Manual up to date with the current bridge
manual would alsa be helpful”.
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APPENDIX F
Alaska — Emergency Reponse Funding Presentation

Schram, C., Alaska Department of Transportation & Public Facilities Emergency Response Administration and Accounting,
Alaska Department of Transportation & Public Facilities, Feb. 14, 2012. (Schram)

Alaska Department of
Transportation & Public Facilities

Emergency Response Administration

and Accounting
Cheryl Schram

February 14, 2012
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Emergency Response Admini

siration

= State of Alaska, DOT&PF
< Incident Field Operations Guide/2011 (revision of 2006 original)
< DOT&PF, P&P - Alternate Procurements 10.01.040
Alternate Procurement Methods/Emergency Procurements
hitp://www.dot.state.ak.us/admsvc/pnp/assets/chapt_10/10_01_040.pdf

* Federal Aid Highways - Emergency Relief Manual
hitp://www.fhwa.dot.gov/reports/erm/

* Federal Emergency Management Agency (FEMA)
hitp://www.fema.gov/government/index.shtm

Public Assistance Policy Digest FEMA 321/January 2008

Public Assistance Guide FEMA 322/June 2007

Public Assistance Applicant Handbook FEMA P-323/March 2010

44CFR - Code of Federal Regulations

-
Rl

. »,
L I

i
L

- Excellence

N s i T
nderstanding Thresholds

An Emergency Declaration must be made by the Governor to
get State assistance, and by President to be inline for Federal
assistance.

FEMA and DMVA Thresholds (Current):

Damage threshold - $1,000 per site/project worksheet
FY12 Small Project: up to $66,400

FY12 Large Project: $66,401 and up

FHWA threshold, only for eligible highways:
- entire disaster total of $700,000.
- $5,000, or more, per site/Project Worksheet

Integrity - Excellence - Respect
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Emergency Project Tracking
From the on-set of the emergency, begin
tracking costs daily on Foreman’s Daily
Reports (FDRs):
= Labor
= Equipment
= Materials

Daily tracking is crucial for reimbursement.

Integrity - Excellence - Respect

**As soon as possible, identify damage sites, to
establish collectors and begin tracking costs.
Include maps drawn with dimensions.

**Contact Cathy Dallaire, Northern Region

Administrative Officer, 451-5286 to obtain coding
cost collector codes to record efforts and
expeditures by site.

*Damages are to be split out by site.

Integrity - Excellence - Respect
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Photos are an essential part of documentation and should
be taken to document the event and changing phases:

Emergency event
Emergency response during the

event

Repairs (both emergency and permanent)

Completion of temporary repairs

Completion of permanent repairs to as-built

conditions.

Helpful if each photo has date, and is saved and
packaged so the site and location of the photo can be

clearly identified.

Integrity - Excellence - Respect

-

T

c‘ S

yon Before October 2006

Flooding Event

Integrity - Excellence - Respect
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Take pictures of debris and document daily on FDRs and photographs
where and how it was disposed, and the total vards removed.

Integrity - Excellence - Respect
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man’s Daily Reports
What is documented on the FDR:

+ Date work performed
« Cost Collector identifier (Ledger Code)
 Force Account Labor
« Force Account Equipment
« Equipment matched to operator (Federal requirement)
+ Rental Equipment used and for what purpose
« Materials used

« Total CY

« Type (aggregate, oil, borrow)
- Diary of work performed
« Maps and Dimensions of work areas

Integrity - Excellence - Respect

Feormria's Daiky Ropsrd

E etwnt

i FAL 0 L L L

o T I Foreman’s Daily Report
et FEMA DR-1796-AK 08
el e Tanana Basin Flooding
Seil A T | PWRichardson Hwy
[ | Pare ] MP 299.8

Integrity - Excellence - Respect
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What is Ellglble"

* Construction Engineering (Engineers)

* Preliminary Engineering

» i.e. hydrologists and designers
* Consultants (Consulting Firms)

* Private Contractors
* Purchase of Materials
* Equipment Rentals

* State/DOT Employees physically working on the job
(Operators/Laborers/Flagmen/Foreman)

* State/DOT Equipment

Integrity - Excellence

- Respect

Regardmg Eligible Items:

e For FHWA reimbursement, damage and work, has to be on
Federal Aid Routes within the right-of-way only (No city or

private roads).

* Work is eligible, only to restore to pre-disaster conditions -
you cannot improve beyond “pre-existing conditions”.

Example:

You cannot add a culvert, in an area where there wasn’t
one, without prior approval from FHWA, FEMA/DHS&EM

(considered a betterment).

Integrity - Excellence

FDA, Inc.
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NonEllgible' Costs'

e Normal maintenance work
* Maintenance administration (Regional Staff, M&O and Other)

» Local costs for State, Local or other Federal agencies
* Qverall assessment of the damage; early

* General Supervision —i.e. District Superintendents

* Project planning & scheduling

* Once it snows... ice and snow control is not eligible

* Emergency services, such as ambulances, helicopters
(emergency evacuation).

Integrity - Excellence - Respect

Nhere do we sen" lour
documentation and backup?

All Northern Region documentation needs to be routed to:
State of Alaska
NR, DOT&PF, M&0O Admin
Attn: Cheryl Schram, Accounting Tech Il
2301 Peger Rd
Fairbanks, AK 99709

Or: scanned document via email: cheryl.schram@alaska.gov
(CC: ICS Commander & Cathy Dallaire cathy.dallaire@alaska.gov)

Integrity - Excellence - Respect
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e
at documents
and backup are needed?

For each site, for the following:

Employee Timesheets (Hours separated by site collectors)

Copies of invoices

Stockpile material (material source listed along with total CY used on each FDR
to provide backup for an adjusting journal entry to transfer costs to the cost
collector/s)

Any Materials Testing and the specific tests that were performed.
Equipment Rental Contracts (showing hourly rates for equipment )

All travel documentation (TAs, charters, Alaska Airline Receipts, etc.)

All procurement documentation: (i.e. stock requests, purchase orders
and contracts)

Photos: before (if available), during emergency repairs, after repairs are
complete (dated) for both temporary and permanent efforts.

Integrity - Excellence - Respect

If there are specific determinations made that are not
obvious, document why the determination was made and
submit to the “file”. Consider your audience reviewing and/
or auditing the project is a non-engineer and are auditing to
determine eligibility.

Submit notes, files, maps, etc.. Anything that will clearly
assist in understanding the why/how of what was done.

In some instances, projects can take many years to get to
the audit stage. Key personnel may no longer be available
to discuss or review files.

Integrity - Excellence - Respect
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computation document
clearly defining hours
and percentages by site.

- Excellence - Respect

Audits can be initiated well after a project is closed. If you
are have a Disaster event, even if you closed all of your
emergency projects, the primary disaster “log” remains
open until all projects related to the disaster are closed.

The retention clock doesn’t start ticking until you have
received closure paperwork from FHWA/DHS&EM.

Depending on the agency in charge we hold project
documents from 3 to 7 years. Note: these timeframes are
subject to change. Check with your retention schedule
coordinator for current schedules.

Excellence - Respect

Integrity -

FDA, Inc.
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QUESTIONS/DISCUSSION

Integrity - Excellence - Respect

FDA, Inc.

215




APPENDIX G
Texas — Report on TxDOT Best Practices for Wildfires

Nash, P.T., S. Senadheera, M. Beierle, W. Kumfer, and D. Wilson, Best Practices for TxDOT on Handling Wildfires, Texas
Tech University Center for Multidisciplinary Research in Transportation, Austin, TX, Sept. 2012, 141 pp. (Nash)
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NOTICE
The United States Government and the State of Texas do not endorse products or

manufacturers. Trade or manufacturers’ names appear herein solely because they are
considered essennial to the object of this report,
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AUTHOR'S DISCLAIMER
The contents of this report reflect the views of the authors who are responsible for the facts and

the accuracy of the data presented herein. The contents do not necessarily reflect the official
view of policies of the Texas Department of Transportation or the Federal Highway
Administration. This report does not constitute a standard, specification, or regulation.

PATENT DISCLAIMER

There was no invention or discovery conceived or first actually reduced to practice in the course
of or under this contract, including any art, method, process, machine, manufacture, design or
compaosition of matter, or any new useful improvement thereof, or any variety of plant which is
or may be patentable under the patent laws of the United States of America or any foreign
country,

ENGINEERING DISCLAIMER
Mot intended for construction, bidding, or permit purposes.

TRADE NAMES AND MANUFACTURERS' NAMES

The United States Government and the State of Texas do not endorse products or manufacturers.

Trade or manufacturers’ names appear herein solely because they are considered essential to the
object of this report.
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CHAPTER 1
INTRODUCTION

Project Background

Texas has seen record-setting numbers of wildfires in 2010 and 2011 The maps shown in
Figure 1 compare locations where fire ignitions were detected in 2010 and 2011,

Muoderate-resolution Imaging Spectoradiometer {MODIS) Fire Detections from the
Ist to the 220th day of the vear 2010 and 2011,

1
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Figure 1. Fire Detections for First to 220th Day of 2010 and 2011

Personnel from the Texas Department of Transportation (TxDOT) are often called upon to
provide support in responding to wildfires  In a typical vear, the requests for TxDOT support are
relatively few. However, the number of requests has increased dramatically over the past few

1|Page
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years, TxDOT recently developed a draft Guidance Document for Wildfire Response { Appendix
A), but frequently are asked to perform services not specifically addressed in that document.
TxDOT decided to take advantage of the recent increase in wildfire response experiences to
document the lessons learned from wildfire events and study the role of TxDOT in the
mitigation, containment, and response to wildfires. The objective of this research project is to
develop a protocol to help TxDOT effectively respond to wildfire situations that may occur in
the state, and to present the protocol in the form of “Best Practices” based on information
gathered from many sources both within TxDOT and from agencies outside the department.
Using the information collected, researchers will develop a training course for TxDOT personnel
who deal with wildfire situations and will conduct four regional training workshops.

To accomplish the research objectives, the research team designed a plan to review literature
pertinent to wildfire response and to meet with and interview TxDOT personnel from several
districts to gather information on their experience with wildfire response. Researchers also met
with personnel from TxDOT Maintenance Division Emergency Management Coordinator’s
Office and outside agencies including the Texas Forest Service (TFS), Texas Department of
Public Safety (DPS), the National Weather Service (NWS), Texas Parks and Wildlife
Department and local government agencies. The purpose of this interim report is to present
information collected during Task 1 of the research.

2|Page
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CHAPTER II
LITERATURE REVIEW

Researchers developed an extensive bibliographic list on topics pertinent to wildfire and
emergency response. A review of the key parts of this review 1s provided below.

Emergency Management in Texas

Researchers reviewed a number of manuals and documents pertaining to the emergency
operations associated with wildfire response in Texas. Summary findings for each document
reviewed are presented in the following descriptions.

The Texas Administrative Code (The State of Texas, 2011) stipulates the responsibilities and the
authority of state and local govemment agencies to effectively respond to emergency situations.
The following key excerpts highlight the important aspects related to emergency management.
The full list of emergency management related legislation is provided in Appendix E.

1. Each county and incorporated city in Texas shall maintain an emergency management
agency or participate in a local or inter-jurisdictional emergency management agency.

2. The mayor of each municipal corporation and the county judge of each county are
designated as the emergency management director for their respective jurisdictions

3. The mayor and county judge may each designate an emergency management coordinator
who shall serve as an assistant to the presiding officer of the political subdivision for
emergency management purposes when so designated.

4. The Division of Emergency Management of the Texas Department of Public Safety shall
prepare and maintain a state emergency management plan,

5. The presiding officer of a political subdivision may declare a local State of Disaster if a
disaster has occurred or is imminent.

&, In responding to emergencies and disasters, a local government agency is expected to use
its own resources and the resources available to it through mutual aid agreements { Texas
Forest Service 201 1 ¢) before requesting assistance from the State. Municipalities must
request assistance from their county before requesting assistance from the State.

7. If local and mutual aid resources prove inadequate for coping with a disaster, the local
government may request assistance from the state by contacting the local Disaster District
Committee Chairperson, who is the commanding officer of the Texas Highway Patrol
district or sub-district in which the jurisdicrion is located,

8. All local disaster operations will be directed by officials of local government. Organized
state and federal response teams and teams from other local governments and response
organizations providing mutual aid will normally work under their existing supervisors,
who will take their mission assignments from the local incident commander.

e
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Texas State Emergency Management Structure and Operations

Chapter 418 (Emergency Management) of the Texas Government Code (The State of Texas
2011} requires that emergency management in the state be conducted according to an organized
government structure. Chapter 421 (Homeland Security) of the Texas Government Code
requires that the Governor shall direct homeland security in the state and develop a statewide
homeland security sirategy.

The Director of the Governor’s Office of Homeland Security is appointed by executive order as
the Director of the Governor's Division of Emergency Management (GDEM) and as the Chair of
the State Emergency Management Council (SEMC). The SEMC includes representatives of
each state agency, board, or commission whose functions or capabilities relate to important
phases of emergency management. The SEMC has been authorized to issue directives that are
necessary to effectively follow the Texas Disaster Act (The State of Texas, 2011). The
membership of the SEMC is given below.

Adjutant General's Department { AGD)

American Red Cross (ARC) **

Department of Information Resources (DIR)

General Land Office (GLO) *

Governor's Division of Emergency Management (GDEM)
Office of Rural Community Affairs (ORCA)

Public Utility Commission of Texas (PUC) *

Railroad Commission of Texas (RRC) *

Salvation Army (TSA)

State Auditor’s Office (SAQ)

State Comptroller of Public Accounts (CPA)

Texas Animal Health Commission (TAHC)

Texas Attorney General's Office (OAG)

Texas Building & Procurement Commission (BPC)
Texas Commission on Environmental Quality (TCEQ) *
Texas Commission on Fire Protection ( TCFP)
Department of Aging & Disability Services (DADS)
Department of Agriculture (TDA) *

Department of Assisted & Rehabilitative Services (DARS)
Department of Criminal Justice (TDCI)

Department of Housing & Community Affairs (TDHCA)
Department of Insurance (TDI)

Department of Protective & Family Services (DFPS)
Department of Public Safety (DPS) *

Department of State Health Services (DSHS)
Department of Transportation (TxDOT) *

Texas Education Agency (TEA)

Texas Engineering Extension Service (TEEX) *

Texas Forest Service (TFS)

4|Page
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Texas Parks & Wildlife Depariment (TPWD) *
Texas Workforce Commission {TWC)

* Indicates departments and agencies which are members of the State Emengency Response Commission (SERC),
which carrics out certain planning, reporting and public information sccess responsibilities relating lo hazardous
muterials that are mandated under federal law,
** Non-govermmental organizations

The SEMC has been organized into Emergency Support Functions (ESF) by utilizing the
personnel and resources of SEMC member agencies and organizations. Each ESF is directed by
a primary agency selected based on its authority or capability in that particular functional area
{Table 1). Several other agencies and organizations are designated for support based on their
ability to provide equipment, personnel, and expertise (see Table 2).

FEDERAL Prisasy PRIMARY
ESFN FURCTRIN FEDERAL AGERSY STATE AGEHCY
| TRANSFORTATION Department of Department of  Crrmenal
Transpetation Jugice
2 COMNURCATIONS Office of Science & DCepartrment of Information
Technology Policy Resources
3 PUELEE VWORES AND ERGNEERING LS Anmy Corps of Diespartrment of
Engineers Trarsporialion
4 FIREFSMSG Drepartrment of Texas Fores! Service
Agrcutune
5 IeromMaToNn & PLANNNG Federal Emengency Gervernor's Dnesion of
Maragernent Agency Emergancy Management
L3 Mass Care Amercan Red Cross The Sabvabion Army
T RESURCE SUPPORT Ganeral Sennoes Texas Bulding and
Admanigirabon Procurement Commission
8 HEALTH & MEDCAL SERACES Cepartemesd of Heakth Deparment of Health
and Human Seraces
2 UnBan SEARCH AND RESCUR Federal Emengency Teuas Engresning
Marsgernent Agency Extenon Serice
] Hazampous MATERMLS Ernirormental Texas Commssion on
Profecton Agency Ernvironmental Cuslity
" Fooo Depariment of Departmend of Human
AgreuBune Servces
12 ExEmay Clepartment of Enesgy Publc LRikty Commissicn

Table 1. Primary Federal/State Emergency Functional Responsibilities (The State of Texas

2004)
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GILHEN

MK

GLO

TBFC

MHNIE

OAG

ORCA

PUC

RRC

SAD
TAHC

TCFP*

T
TIC]
TRED

TINL

DSHS

TDADS

DTS
TDHCA

IHIS

ol

TEA

TEEX

TS
TCEQ

TPWT

TSA

T™WC

TXDOT

Table 2. State Emergency Management Council Matrix of Responsibilities

support agency (The State of Texas, 2004).

primary agency. 5 =

P=

2
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Srate Disaster Districts have been established to divide the state into a number of manageahle
emergency response/operations aréas. These districts parallel the Highway Patrol regions and
districts of the Texas Department of Public Safety (Figure 2),

T Regional
= <ETr Boundaries
T; L &,
_'j,:l e X
_L. ff. r:j : -

RS & oo
.r v le%tl . !‘ : ! J

- A

Figure 2. Texas Division of Emergency Management Region & District Map (TDEM 2011)

Each Disaster District Committee {DDC) consists ol representatives from each

agency/organi zation in the SEMC, who have regional offices at the Disaster District level,
Commanders of Highway Patrol districts and sub-districts serve as DDC Chrs Some SEMC
agencies do not have leld offices and cannot provide representatives al all DDCs. DDC Chairs
report to the Director of the Office of Homeland Security on matters relanng to disasters and
emergencies and keep the Director of the Department of Public Safety apprised on all malters as
requested by the director of that depaniment. Districts of the Governor's Division of Emergency
Management are assigned to each of the Depariment of Public Safety districts and assist the
DDC Chairperson within their assigned areas. Typical state-local emergency management
organizational arrangements in the response phase are depicled in Figure 3.

Texas Forest Service Authority, NIMS and 1CS

The National Incident Management System (NIMS) consists of siandardized framework from
which incident command systems (ICS), multi-agency coordination systems, and public
information systems are established, The curvent concepts of NIMS 1CS are the same a5 those of
the FIRESCOPE (Flrefighting RESources of Califormia Organized for Potential Emergencies)
and NIIMS (Mational Interagency Incident Managemen System, which is the predecessor 10
NIMS) ICS from 1973 and 1982, respectively. This framewotk provides oranizational
guidance for a wide range of public safety organizations o work jointly in preparation for,
prevention of, response 1o, and recovery from domestic incidences, regardless of cause, size, or
complexity (HSDL 2011}, NIMS was created in 2003 under the Homeland Security Presidential
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Directive-5, also known as HSPD-5_ (HSDL 2011). Because of the complex nature of both
natural and anthropogenic incidences, the NIMS is designed to be flexible and standardized.
Because of this the importance of the incident command system (1C5) is emphasized. The

Mational Commission on Terrorist Attacks upon the United States recommends national adoption
of the 1C5 to enhance command, control, and communications capabilities (HSDL 2011). In any
capacity, TxDOT plays a critical role in public guidance during incident occurrence and their
active communication and joint organization with multi-agency task forces under NIMS has been

highlighted several times during our project.

| OTHER STATES || FEDERAL

| GOVERNOR |

STATE
OFERATIONS CENTER (SOC)
Emergency Management Couneil

Governor's Division of Emargency
Managemant

DISASTER DISTRICT
Disaster District Committes Chalrman

4

CITY OR COUNTY
Mayor or County Judge

I 7

Local
Incident Commandear

Il slale resources are inadequate to
deal with the emergency, the
Gonipr s mary' requaest aid from other
states pursuant 1o inlerstate
compacts or from the federal
government

Employs statewide resowrces o
respond 1o emergency needs.  The
Governod must authorize activation of
the Mational Guard

Employs stafe resowrces within the
district o respond o emengencies. I
district  resources  are  inadequate,
forwards request to the SOC

Cities & Counties:
Use own resources first
Invoke mutual aid agreements &
activate contract resowrces
i local resources are inadequate,
request state assistance from local
Disaster District.  (Cities must first
request assistance Trom  their

eaunty.)

B =

Reguests resources from the local
Emergency Operations Cenber,

Figure 3. Texas Emergency Assistance Channels (TDEM 2008)
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The Governor's Division of Emergency Management and the Texas Department of Homeland
Security designate Texas Forest Service as the lead NIMS implementing agency (TFS 2011).
MIMS is also the developing agency for Incident Management Teams (IMTs) for the State of
Texas (TFS 2011). This responsibility means that once an emergency incident has exceeded a
single jurisdiction at the local level and requires the involvement of emergency responders from
multiple jurisdictions, TFS has the ability 1o

* Deploy IMTs composed of ICS-experienced personnel to manage or assist in management
of emergency response operations,

* Provide coordination and controlled infrastructure under NIMS to best manage emergency
response.

A commaon theme has been the joint operations or Unified Command (UC) structure (HSDL
2011, TFS 2011). This structure provides agencies with different legal, geographic, and
functional responsibilities to jointly determine objectives, strategies, priorities, resource
allocations and needs, and work together to properly execute those needs.

Under NIMS there are five (3) types of incidents rated by complexity.

*  Type Vincident
o Response — Initial
o Resources - one to two
o Time frame — a few hours
«  Type IV incident
o Response — Initial
o Resources — multiple
o Time frame - one operational penod
*  Type Il incident
o Response — Extended, initial action may fail
o Resources — multiple
o Time frame — may require multiple operational periods to resolve
o Personnel — Some or all IMT command and general staff positions may be
activated,
+ Type Il incident
Response — Extended, Complex
Resources — multiple
Time frame — extends into multiple operational periods
Documentation — Requires written action plans, planning meetings and briefings.
Personnel — Requiring most of the IMT command and general staff along with
their functional staff. Response operations may involve several hundred
personnel.
*  Type lincident
o Response — Extended, most complex
o Resources — multiple
o Time frame — may require multiple operational periods to resolve

o

o0 00
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o Personnel — IMT requires all of the command and general staff to be activated
along with their functional staff. Response operations may involve thousands of
personnel,

o Documentation — Requires written action plans, planning meetings and briefings.

o Public Relations — Management of the incident is often subject to great public and
political scrutiny

The Texas Forest Service is working to develop these management teams across the State of
Texas. Currently there are multiple Type 111 Teams and one Type 11 Team formed under the
Lone Star State IMT_ (TFS 2011).

Texas Intrastate Fire Mutual Aid System (TIFMAS)

Texas was one of 10 states involved in the development of the Intrastate Mutual Aids System
(IMAS) in 2006 (TFS 2011b). The objective of this movement by fire chiefs was to increase
national fire service disaster response capabilities and mobilization using Intrastate Mutual Aid
Systems. The Intrastate Fire Mutual Aid System of Texas, also known as the Texas Intrastate
Fire Mutual Aid System (TIFMAS) is implemented and managed by the Emergency Response
Committee (ERC). The ERC is made up of 14 agencies and associations. The State of Texas is
divided into 21 geographic regions. Resources within these regions are monitored under the
Texas Regional Resource Network (TRRN).

Formal requests from a region or local official are submitted through the normal TDEM
channels, These communicational channels are through local to regional DDCs and to the State
Operations Centers (S0Cs) and 1o TFS. Once resources are located, TIFMAS coordinators are
notified. TIFMAS regional resource coordinators are contacted and regional and local resources
are then mobilized. TDEM has the authority to activate TIFMAS directly if resources are needed
during any incident response where mutual aid is deemed necessary.

TIFMAS teams are typically Type LI IMTs. These crews provide multiple resources over
extended periods. They have command and general staff with expertise in incident response and
management (TFS 201 1b),

MNational Weather Service (NWS)

Hockenberry (2011) provided a summary of the weather information and guidance resources
available that can aid in firefighting. The National Weather Service Instruction 10-401 is a NWS
initiative that supersedes the 2009 NWSI 10-401 specification. Its intent is to provide the
products and services consisting of the following:

Digital Forecasts and Services

Red Flag Warnings/Fire Weather Watches (RFW)

Spot Forecasts (FWS)

Fire Weather Planning Forecasts (FWF)

National Fire Danger Rating System (NFDRS) Forecasts (FWM)

10| Page
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Loeal applications for forecast products are coordinated with NWS regional headguarters and
weather forecast offices (WFOs), Addinonally, the Nanonal Interagency Fire Center's (NIFC)
Geographic Coordination Center {GICC) may coordinate with the WFO and other agencies 1o
prodice a Fire Weather Annual Operation Plan (AGP), The Natvonal Digital Forecasi Database
(NDFD) services specific (o fire weather have been operational since 2011 For the continental
Linited States. Additional information related to tis topic can be Found in Hockenberry (2011).

According 10 Hockenberry™s (200 1), the e Weather Wenich and Red Hlag Warninges are created
by the Graphical Headline Generator (GHG) software of the Advanced Weather Interactive
Processing System (AWIPS) This allows for individual generator and user need specilicaiions
to be detailed in the AOP in generating those two outputs. Bstablishment of regional Red Flay
issuance criteria is done by the WFO(s) and land management users in reference 1o the National
Fire-Danger Rating System (NFDRS) and other appropriate fire danger indices. These criteria
must be well-documented and made available 1o WFO lorecasters. Forecasters should
coordinale with resources listed prior o issuance of a Fire Weather Watch or RFW 10 ensure
accurate information. The Fire Weather Outlook prepared by the National Center for
Environmental Prediction (NCEP) Storm Prediction Center (SPC) produces narrative and
graphical descriptions of 1-day to 8-day outlooks (Hockenberry 201 1) These are recommended
for use in conjunction with antecedent fuel comditions which favor rapid wildfire propagation in
determining large-scale CONUS fire danger risk assessments

A Pire Weatler Waich (FWW) s issued 18 to 96 hours prior 1o the expected onset of high
potentials of Red Flag evenis. Red Flag Warnings (RFW) are issued within 48 hours of
inpending or occurring conditions consistent with local Red Flag Events. Both FWW and REW
are issued on an event-driven basis. Once criteria have been met for condition expectatians 1o
commence, the event begins and contnues until the same conditions are expected to end  In
addition. smoke Manapement Forecasts {SWEFs) are also issued as needed. Huckenberry (2011}
contains in-depth technical descriptions of how issuances should be wntten and formartted.

Agencies such as TxDOT can request spol forecasts from the regional WMO through the NS
Syprar web interface. These are non-routing, near-term forecasts consisting ol?

*  Three forecast periods that detail forecast information as per user specificalions,

o General outlooks and extended Forecasts can be provided bevond the sl three forecast
periods when requested

s A tum-around time of 30 to 60 minutes unless for the next day. Under these conditions it
may be delaved due 1o forecast workload and duty prionities.

s Requests can be up Lo one day before an anticipated ignition time.

Spot forecasts can be made at hitp th.n ovib e/ fireweather/ shtml or
calling 607-798-6625 At or belore nime of a spot request the following information is 10 be

provided

& Location of response (latitude, longitude)
¢  Topography and elevation (if needed)
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Requesting official

Government agency

Phome mumber

Reason for the spot forecast (natural hazard - wildfire response)

LI

As outlined by Hockenberry (2011), T¥DOT may request the Fire Weather Plamning Foreceast
(FWF), which is, at & minimum, a once daily, zone-type product intended for decision-making
related to pre-suppression and other resource planning management  With the spot forecasts
producing Teday, Tonight, and Tomormow information, the FWF provides Today (with 24-hour
tends), Tamght (with 24-hour trends ). Mext Day.and 3- through 7- davs trends. Fire Weather
Point Forecast Matices are currently available for Austin/San Antonio NOAA regions These
data are fire-specific matrices and can be requested from

ltp: www sth nosa sov/ews T n=firews him

The National Fire Danger Ratng Svatem (NFORS) Forecast utilizes NWS next day forecasts 1o
produce course scale Continuous United States (CONUS) fire danger indices, The Nelson model
has been recently incorporated (o estimate [uel bme-lag moiswres represented by an “N7 There
are also Wei Flag and State of Weather (SOW ) user editing options denoted as 0" in the
outpuls.  Rangeland/Grassland Fire Danger Statement { Product Category RFD, WMO Header
FNLUS61) is 8 miscellaneous product providing advisory information,

Texas Statewide lnteroperability Channel Plan (TSICP)

The following information was obtained from the Texas Statewade Interoperability Channel Plan
(TSIEC 2009)  This document is a Memorandum of Understanding (MOLT) 1o address the need
of clear communication mechanisms duning joint operations under the WIMS/ICS systems,
including guidance for use of imeroperability or mutval-aid radio channels by multiple levels of
govemanece (local. state, federal, and private sector incident response) Specifically the
documenl imposes cerlain protocols, procedures, and obligations upon those jumsdictions with
authorization for use of cerntain radio channels held by the Texas Depamment of Public Salety
(T«DPS} Duy-to-day frequencies recommended (o be known by responding TxDOT operators
dre.

*  Texas Law 1: analog wideband VHF coordinution channel For mobile-to-mobile use by
emergency personnel on a scene or incident

*«  Texas Law 2¢ analoe wideband VHE calling channel for mobile-to-base use by transicm
Or en-rolte emergency personnel

*  Texas Law 3 national analog wideband VHF channel for coordination af Law
enfircement activities

»  Texas Fire 1, Texas Fire 2, Texas Fire 3, analog wideband VHF frequencies primarily
tor fire service use or for use as dictated by Incident Commander on incidents

»  Texas Medical 1. analog widehand VHF frequency primarily for use by EMS agency
persaniiel on incidents

s Texas Air 2, analog wideband VHF frequency for air-to-ground use with state or Tederal
airerafi only at direcrion of Incident Commander on incidents,
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It is recommended that the TxDOT liaison monitor the Texas Law 2 or the designated
interoperability calling channel monitored at the Incident Command Post on major incidents
requiring significant aid from TxDOT

For rural and displaced areas, Temporary Base and Repeater/Mobile Relay Stations might be
needed and are permitted by the MOU associated with this channel plan under specified
conditions. Mote that the channel references are to comply with the Phase 1 CAl digital
modulation plan beginning January 1, 2015 as discussed on page 25 of the TSIEC 2009
document. The following Mobile Portable Configurations should be pre-programmed into all
radio devices and properly labeled:

Mobile and Portable Configuration

Label Receive | Transmit |  Station CTCSS Use
Class TX/RX
TXLAWI 154.950 | 154950 | FBT /MO | C50Q Only Tactical Channel
THXLAWZ (Mobile) | 155370 | 154950 FBT /MO | 127.3 TX Only | Calling Channel
(Mobile & Portable)
TRLAWS 155475 | 155475 FBT /MO [ 1273 Tactical Channel
TXFIREI 154 280 | 154280 FBT /MO | 1273 Tactical Channel
TXFIREZ2 154 265 | 154.265 FBT /MO [ 1273 Tactical Channel
TXFIRE3 154 295 | 154,295 FBT /MO | 1273 Tactical Channel
TXMED] 155,340 | 155,340 FBT /MO | 1273 Tactical Channel
TXAIRZ 151.385 [ 151.385 FBT /MO | 1273 Tactical Channel
Mobile and Portable Configuration
TXLAWZ 155370 | 154950 FBT 127.3 (valid For temporary on
through scene use (typically
12/31/12) trailer/command
vehicle

Table 3. SIEC VHF 150 MHz Wideband Interoperability Channels
[Valid Until January 1, 2013 (TSIEC, 2009)

The Texas Law | and 2 channels are designated as multi-discipline, multi-agency public safety

interoperability channels for all public safety agencies. These channels can be utilized for multi-

incident types and should already be integrated into the TxDOT systems. The TXFires 1-3 and

others not listed within this document should be noted and integrated into the TxDOT system for

wildfire support response.

FDA, Inc.
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CHAPTER ITI
INTERVIEWS

Researchers contacted and interviewed personnel from twelve TxDOT Districts, TxDOT
Maintenance Division, Texas Forest Service and the Depantment of Public Safety. Two of the
TxDOT Districts contacted (Corpus Christi and Pharr) did not mobilize State forces for wildfire
response in 2011, The other ten Districts were selected for face-to-face interviews due to their
significant levels of mobilization during the 2011 wildfire season. Those districts were Abilene,
Amarillo, Austin, Beaumont, Childress, El Paso, Fort Worth, Lubbock, Odessa and San Angelo.
A detailed questionnaire presented in Appendix D was used in these District interviews to collect
information appropriate for the capture of capturing the District experiences to formulate best
practices. In many cases, several districts responded with the same or somewhat similar answers
to some of the questions. Rather than repeating the same answer for many districts, Common
Answers to questions are presented in the following section. Some districts had unique responses
to some of questions, and those responses are documented in the section entitled Unigue
Answers. The District responses are presented under the same categories of questions identified
in the Questionnaire.

Responses Common to All Districts Interviewed

The following section outlines the questions that elicited common responses from all the
Districts

Hew are they notified of a wildfire eveni?

District could not respond to a wildfire event until the DPS called to request assistance.
Sometimes the districts receive requests for assistance before the DPS call, and in those cases the
districts informed the other individuals or agencies that they must call the DPS to request
assistance from TxDOT.

Who within the district receives the official notice?
The Director of Maintenance (DOM) received the official notice.

Chain of command for a wildfire evenr

The DPS calls the DOM or assistant, who in-turn calls the Maintenance Supervisor (MS) for that
section, and they gather a crew. However, some districts contact the District Engineer (DE) and
Area Engineer (AE) right away, while others wait.

How are resource mtilization requests and approvals accomplished within a Disirict?
The DOM authorizes the request, and the request usually comes in the form of a phone call.

Disirici-to-District Communicalion

When a wildfire event included more than one district, the best way o handle coordination of the
districts was to communicate DOM to DOM. Some stated that a possible improvement to this
method of communication is to have only one person in charge who could be the DOM of the
district that the fire started in.
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T s responsibilities in notifving the general public regarding wildfire evenis, and whe is
itvalved i preparing aird delivering such notifications?

The District public notification responsibilities are limited to the updating of Highway Condition
Reports (HCR) and providing appropriate traffic control.

Which agencies wse the Tx0OT wiilized in a wildfire event?

Only TxDOT personnel operate TxDOT equipments. However, fuel was another resource
provided to marked vehicles involved in the fire response. In the Fort Worth district, mechanics
have worked on other agencies” equipment. The rest of the questions had similar answers, with
each district adding or taking away parts.

Other Responses for Each District Interviewed

Mot all districts provided the same answers to the questions asked. Answers specific to
individual districts are presented below by district, stating the question and presenting the
district’s unique answer,

Abilene District
Wit services from 1xDOT are reguested as part of this metification?
The Abilene district has requests for:

e Dozer (Only one available which is not fit for use)

« Maintainers (about 35 for district)

» Fuel trailers

«  Water trailers
« Traflic control
e Pickup trucks

How many such requests are made fo your disirict in a typical year?
Abilene has assisted on 22 wildfire events this vear; typically they have less than five per
year.

How is a district novified of a Governor's Proclamaiion or a Federal Disasier
Declaration?

Abilene is currently working on their own formal protocol for notification. It relaxes the
regulations and clears the way for reimbursement,

Wheat TxDOT affice boil inside and oniside the district but outside the chain of command
is imvolved in the evemni?

The Abilene district involves their regional office as needed, and sends out a district-wide
email to the DE, MS and regional office.

Dy yome aise ey forms to collect data ai the diserict level to prepare reports or make
reimbursenen requesis?

15|Pa
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The Abilene district uses emails sent to the DOM by sections. The DOM then enters that
information into the SharePoint site with a specific task number for each wildfire event.

Wheat mecharisms are currently used to ensire adeguate data collection?
Abilene indicated that Maintenance Supervisors need Blackberries to receive urgent e-
mail notifications

Do vou conduct advanice briefings for the disirict response team before they leave for
wildfire-related activities? How are such meetings conducted and what information is
conveyed fo participanis?

Abilene has a local county standard. They also conduct daily tailgate meetings, Once sent
out to a wildfire, the crew goes to the command center for information. The M3 or
assistant is always present.

Unce the fires have been extinguished, do you conduct a formal de-briefing session(s) io
discuss lessons learned and to ensure that all action necessary for cost reimbursement is
completed?

The Abilene district does not have de-briefing meetings in general. They are held as
needed and the county makes that decision,

Chee notified of awildfire, what responsibifities does Tel0OT have 1o notify athers?
Abilene has no formal responsibilities except traffic control.

What agencies does TxDOT imteract with relaving to the wildfire evemn? Please provide

informaiion on sueh inferaciions

The Abilene district stated that they deal with the following agencies:
« TFS

VED

County

City

DPS

Local charities

Red Cross

USFS

Media through PIO

® & & & & & & &

What awisidle agencies does TelNOT interact with romtinely in times other than during wildfire
events and how offen?
Abilene district meets as needed with DPS and TFS.

Are there formal protocols to be followed by TxDOT persanmel when coniact is made with
enisicle agencies both during and outside of wildfire events?

Abilene does not have a formal protocol. There have been some problems related to trouble
finding POC once on fire. The IC is the local fire chief.
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What TxDOT resources are typically wiilized during wildfire evenis?
In the Abilene district the following resources are used:
s  Dozer (One is available but it is not fit for use)
Maintainers (about 35 for district)
Fuel trailers
Water trailers
Traffic control

Pickup trucks

How many TxlNOT field personnel are tvpically mobilized for a wildfire evemt? The disiricts
were asked to give exact numbers if possible, but they were enconraged to indicate a range 1f
-'."HT}' Wereg Mol SHre.

The Abilene district has four to 10 per shift, and operates on two 12 hr. shifis

How meany TeDOT Disirict emplovees serve in volunieer fire deparimenis in their locality?
Abilene has an average of two firefighters per county.

Daes TxDOT release such firefighier emplovees from Tl XOT duties during wildfire evenis?
The Abilene district stated that leave can be requested and can be paid through TxDOT,

Hew afften does your District provide fiel o agencies ontside of TxDOT that are invalved in the
wildfire evenr? How much fuel is tipically provided?

* In the Abilene district, fuel is given out at most events. The maximum amount they
have given out was at the Nolan county fire and it was $8000. A more typical amount
given was for the Kent fire at 500 gallons of diesel and 50 gallons of gas.

= In addition 1o fuel, does your district provide any other resources to ouiside agencies o
effectively deal with the wildfire event?

* The Abilene district has transported equipment for TFS while waiting for new
equipment to arrive at the wildfire event,

Who handles the cost reimbrrsement reguests related fo wildfive events within your District?
The DOM is responsible for reimbursement requests.

What is your success rate of reimbursement for expenses incurred for a wildfire response?
Indicaie separaiely for different agencies that may be involved

The Abilene district stated that they have not received reimbursement so far, and that TxDOT
receives the funds, not the district office.

What additional emplovee safety-relmed responsibilities does TxDOT have that are specific o
wildfire evenrs?

Abilene instructs employees to protect themselves and not to put themselves in bad situations
Are TxDOT persomel who respond 1o wildfire sitvaiions provided with adeguare safety
garments, equipment, and iraiming?

The Abilene district feels that they do not have adequate safety equipment for the roles they
have been asked to perform. They need more training and equipment because in recent events
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they have come very close to fires (feet away). During one incident, a grader would not start
and fire was on three sides of it.

What public safetv-related responsibilities does TxtOT have that are specific o wildfire
evens?

The Abilene district is responsible for smoke-related road closures, blading structures, and
traffic safety.

Da you have any advance preparation and readiness profocols to respond to wildfire
sitwations? I so, are ihey unigque to your disivice?

The Abilene district monitors red flag wamings and gets TFS notifications on fire storm days.
They prepare if called in advance. Also, they make sure that the equipment is ready to go at all
limes.

Do you make advance preparations by monitoring weather, grownd conditions or other faciors?
Please provide details af how conditions affect vour decision for readiness preparation.
Abilene utilizes information the TFS sends out. TFS can identify fire weather fairly well.

Provide informaiion about vour readiness plans including coordination activities, staging
areas, resotrce mobilization, erc.

The Abilene district stated that they don't have a specific plan. They instruct their emplovees to
know where they are going at all times. A side note that they shared was that cedar trees
explode, so they are aware that the danger is great.

Comment on the following existing resonrces guidanee from TxDOT and other agencies such as
TDEM, TFS, FEMA, erc.

o DOV Cuidance for Wildfire Response. Abilene stated that their role needs to be
defined and field coordinator breakdowns need to be placed in the document.

o eDOT Maimtenaince Operations Manual, Abilene would like to address everything in
one guidance document.

s Training cowrses modules. The Abilene district indicated that after TxDOT’s role in
responding to wildfire events is defined, training needs to be determined. Some
suggestions were survival training and TFS-offered training,

What are your suggested improvements to TxDOT wildfire response protocols? Please nclude
topics sweh as emplovee safety, raining, TxDOT commeand sirucinre, 1xDOT support services,
dealing with ontside agencies and dealing with the public.

Abilene made the following suggestions:

« DEFINE ROLE

Protect structures

Indirect, not direct attack

Use wisdom and avoid dangerous situations.
Overcome command breakdown
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Amarillo District

What services from TxDOT are requested as part of this notification?
Amarillo has request for:
*  Any equipment necessary
* Motor graders
* Trucks
Barricades
Fuel trailers
Front-end loader
Personnel
Loading slurry mixture

& & & & @

Burying livestock
Traffic control

* Blocking roads

How many swch requests are made 1o your district in a lypical vear?
The Amarillo district has had approximately 50 requests for assistance in 2011,

How is a district notified aof a Governor s Proclamation or a Federal Disaster
Declaration?

The Amarillo district was not sure if there is a formal protocol on this topic. Most
districts heard about the proclamation on the news or received an email. The Amarillo
district stated that the information comes from the Austin office or the State Operations
Center (SOC). This facilitates easing of some regulations, opening for FEMA
application options, proclamation pays for supervisor overtime, and the fact that
TxDOT (State) pays the workers when under declaration and overtime counts toward
FEMA application expenses.

What TxDOT affice boih inside and outside the districi but ontside the chain af
connmeridd is invedved i the evernd.
At the Amarillo district the Area Engineer is outside the chain of command.

Doy v sise aney forms to collect data ai the Disivict level o prepare reports or moke
reimbursement reguesis?

Amarillo communicates through the District Maintenance Office Assistant using the
standard notification SharePaint” site maintained by the Maintenance Division in
Austin.

What mechanisms are currently used o ensure adequate data colleciion?
The Amarillo district uses Austin’s SharePoint database. This is reported before Zpm
the day after an event. One way they make sure that the information is all there is by

using time sheets and making sure that fuel goes to designated fire vehicles/equipment.

Do vou conduct advarice briefings for the district response team before they leave for
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wildfire-relmed activities? How are such meetings conducted and what informeation is
conveyed o participanis?

Amarillo generally does not conduct briefings. Personnel are sent to the 1C on scene
for a briefing.

Clnce the fires have been extingnished, do ven conduct a formal de-briefing session(s)
for discuss lessons learned and to ensure that all action necessary for cost
reimbursement is completed?

Amarillo did not have any de-briefing sessions in 2011, However, in 2006 they did.

Clnee notified of a wildfire, what responsibilities does TxIXOT have o notify others?
In Amarillo they have none unless ordered to not respond to a wildfire event by the
chain of command.

What agencies does TxDOT imeract with reloting 1o the wildfire evem? Please provide
information on such imeractions.
The Amarillo district interacts with:
Major cities within district
Amarillo

Counties

Local Gov

DP3

TAHC

TCEQ

Utilities

TFS

Whai outside agencies does TxDOT mteract with routinely in times otfer than during
wildfire evenis and how often?
The Amarillo district primarily interacts with the EOC of Amarillo and PANTEX.

Are there formal protocols to be followed by TxDOT personmel when comact is made
with antside agencies both during and autside of wildfive evenis?
The Amarillo district contacts the RLO.

What 1x0007 resonrces are npically utilized during wildfire evenis?
Amarillo uses the following resources:
¢ Personnel
Maintainers
Pickups
Tractor trailers
Loaders
Fuel trailers
Small tractor loader
Dump truck
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The Amarillo district has had to shut down TxDOT operations to respond to wildfire
events before, The shutdown may not be immediate, but they respond as soon as
possible,

How many TelXOT field personne! are tvpically mobilized for a wildfire evenit?

The Amarillo district has a minimum of two personnel at an event. One example is
when the DPS asked for twio maintainers, so two operators and a supervisor were sent
to the event. Typically what is requested is sent if it is available, However, it is sent
with a supervisor/chief to act as the laison/intermediate with the IC and an additional
person for back up to get water, replacement or for support.

How many TxDOT District employees serve in volineer fire deparimenis in iheir
focalitg?

The Amarillo district has quite a few, no specific number was given and no
eslimations, Notation was made that one supervisor is the chief in his area; however, it
was not specified that he was a volunteer. [t is most likely that he is not municipal or
incorporated due to the fact that he is a TxDOT employee.

Dioes Tl velease such firefighier emplovees from TxDOT duties during wildfire
evenis?
The Amarillo district releases TxDOT employees on the honor system.

How aften does your distriet provide fuel to agencies ontside of TxDOT that are
ivolved in ifre wildfire evemt? How much fuel is (vpically provided?

The Amarillo district avoids providing fuel to outside agencies, and when it is given,
the amount is unknown. They estimate that the amount is low. They bring the fuel for
TxDOT equipment only and try not to supply it to anyone else.

I awdelivion o fired, does your district provide any otfier resources 1o owiside agencies
for effectively deal with the wildfire event?
Amarillo district supplies water with the few small water tanks they have,

Wi handies the cost reimbursement reguesis related to wildfire events within your
districi?

In the Amarillo district the Office Manager is responsible for reimbursement. To
accomplish this they collect and relay reports to Austin,

Wiat is vour success rate aof reimbursement for expenses incnrred for a wildfire
response? Indicate separately for differeni agencies that may be inmvolved,
Amarillo district has not filed for reimbursement.

Whet additional emplovee safety-related responsibilities does TxlNOT have thar are
specific o wildfire evemis?

Amarillo stated that there are no specific instructions regarding wildfire events., There
is very little training on wildfires. They recommended best practices and Nomex™
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equipment (EQC referenced fire fighter bunker gear a few times. However, bunker
gear is for structure firefighting and is not wildland fire gear.

Are TxDOF personned who respond fo wildfive sitmations provided with adeguaie safety
garments, equipmen, and fraining?

Amarillo district stated NO. None are provided with PPEs but they would like to have
access to them. They would like some training on how to respond when equipment
fails or becomes siuck.

Whiat public safeiv-related responsibilities does TxDOT have thai are specific 1o
wildfire evenis?

The Amarillo district stated is responsible for traffic control and public control
notification for road closure.

Do you have any advance preparation and readiness protocols to respond fo wildfire
sitnatiens? If so, are they uigre to your district?

The Amarillo district stated that although they previously had pre-staging protocols,
these were abandoned due to complications involving unpredictability.

Do vou make advance preparations by monitoring weather, ground conditions, or
ather factors? Please prowvide derails of how conditions affect yonr decision for
readiness preparation.

The Amarillo Area EOC sends out Red Flag notices, which are forwarded 1o a
supervisor. However, typically that is all that is done in advance

Flease provide informeation abont readiness plans including coordination activities,
staging areas, resonrce mobilization, etc.
The Amarillo district did not respond to this question.

Please comment on exisiing resonrces gnidance from TelDOT and other agencies such
as TDEM, TFS, FEMA, efe. you have,
o IxDOT Guidance for Wildfire Hesponse. Amarillo district stated that there was
not much guidance in the document.
o x0T Maimenance Operations Mamial, Amanllo stated that most supervisors
have done ICS through FEMA online training.
o Training conrses modufes. The Amarillo district indicated that it did not have
much guidance,

Wiat are your suggested improvements o TeDOT wildfire response proiocols?  Please
intclude topics siech as emplovee safely, training, TxlNOT command structure, TxelX0T
support services, dealing with owiside agencies and dealing with the public.

Amarillo suggested the following:

District Maintenance Office and DDC has been proactive because they have been
tested by numerous fires. They have set things up so they can respond when necessary.
The Panhandle Regional Planning Commission (PRPC) has helped the District to get
organized.
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We could benefit from more assets and training,

District relies on supervisors or operators to know limits or ability of operator and
equipment

Would like to have improved training.

Would like a lot more guidance/training/information.

Effective communication during emergency situations,

Sometimes the State mutual aid channels are not fully utilized before State agencies are
called upon, which is how it should be done by the county,

Some fires are too large for channel bands to cross,

Concerns of roots from trees, pipelines are a major hazard, and buried power lines

The cities may have access to maps but getting them to the crews in a timely manner is
not always doable.

FIMSA, EXCEL or local coops may have some GIS data layers that could be
beneficial but there is no standard GIS structure.

THRIS may be having something in the future but the district does not know of
anything currently in the pipeline,

Austin District

Cnce novified of a wildfire, what responsibilities does TxDOT have 1o norify others?
The Austin district said that its notification responsibilities are similar to those of a traffic
incident or construction project.

What outside agencies does TxDOT inmteract with during a wildfire evenr?
The Austin district interacts with the following agencies:

Parks and wildlife

County emergency operation center

DPS

TFS

NFS

All state agencies

Bastrop convention center

What outsidle agencies does TxDOT interact with routinely in times other than during wildfire
evertis and how ofien?
The Austin district contacts the following agencies outside of a wildfire event:
« EOC
DPS

Are there formal protocols fo be followed by TxDNOT personmel when comtact is made wilh
onfsicle agencies botly during and ontside of wildfire evenis?

The Austin district indicated that their initial protocol when interacting with other agencies is to
establish a staging area and cooperatively prepare a situational response,
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Whai TxDOT resources are tvpically wiilized during wildfire everns?

During a wildfire event, the Austin district typically uses the following resources:
s Fuel trucks

Water containers

Traffic control

Dozers

Maintainers

Water trailers

Graders

Fuel trailers

Message boards

Whai agencies use the resowrces indicated above?
The Austin district indicated that only TxDOT personnel use TxDOT resources.

How many TxDOT field persormel are tvpically mobilized for a wildfire evem?
The Austin district indicated that they typically mobilize 30 to 40 people for a wildfire event.

How many TxDOT district employees serve in valumieer fire departmenis in their locality?
The Austin district indicated that there are no firefighters in Bastrop.

Does TxDOT release such firefighter emplavees from TxDOT duiies during wildfire evenis?
The Austin district releases volunteer firefighters to work at night.

How aften does yenr disirict provide fuel to agencies oniside of TxDOT that are anvelved in the
wildfire event? How much firel is tvpically provided?

The Austin district provides fuel on a basis of what is needed. The district can provide up to
7350 gallons of diesel fuel and 3379 gallons of gasoline.

In adedition to fuel, does your disivict provide any other resources o oniside agencies io
effecrively deal with the wildfire evern?
The Austin district provides pumping trucks for pre-wetting and dust control.

Who handles disirict activities related o cost reimbursement requesis on wildfire evenis?
The Director of Maintenance

What employee safeiyv-related responsibilities does TxDOT have that are specific io wildfire
everis?
The Austin district has FEMA responsibilities and policies to follow.

Da you have any suggestions fo change TxDOT practices for more effective wildfire responses?
The Austin district recommends:

s Better training

* Familiarity with the area

*  Awareness of hazards
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PPE

The ability to deny requests
Observers paired with dozers
Better utilization of state resources

Beaumont District

What services from TxDOT are requested as part of this notification?
The Beaumont district was asked for:

Signs

Fuel

300 gallon fuel tanks

Traffic control

Hew many such reguests are made to your distreict in a tpical vear?
This year is the first year that the Beaumont district has had to assist on a wildfire event, and
they have had nine requests.

Hew is a districi notified of a Governor s Proclameation or a Federal Disasier Declaration?
In Beaumont, because this is their first year dealing with wildfires, they have not had to know
about the Governor's Proclamation.

Whae TxDOT office both inside and owiside the district but outside the chain of command is
ivedved in the event,

The Beaumont district informs the regional office and the TxDOT Emergency Management
Coordinator.

Do you use any forms jo collect dava at the disivict level 1o prepare reporis or make
reimbursement requests?

Beaumont uses the Wildfire Resource Committed Notes made in Maintenance Sharepoint and
emailed to the District Office Manager.

What mechanisms are currently wsed o ensure adequate data collection?
The Beaumont district uses the MNT SharePoint database. However, they indicated that the
information is sent to the Director of Maintenance (DOM) on employees’ Blackberry phones.

Do you conduet advance briefings for the District response feam before they leave for wildfire-
refated activities? How are such meetings conducted and what information is conveyed fo
participanis?

Beaumont district conducts tailgate meetings with the crew responding to the event,

Chice the fires have been extingwished, do vou conduct a formal de-briefing sesston{s) o discuss
fessons learned and fo ensure that all action necessary for cost reimbursement is completed?
The Beaumont district has informal supervisor team meetings.
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Once notified of a wildfire, what responsibilities does TxDOT have fo notify others?
Beaumont states that they are assisting only and have no responsibilities to notify others.

What agencies does TxDOT inceract widh relating 1o the wildfire evens? Please provide
infarmation on sich interactions.
The Beaumont district interacts with the following agencies:

s TFS -USFS§
« DPS

* VFD

« County

What outside agencies does TeDOT imteract with rowtinely v times otfer than during wildfire
everis and how ofien?
The Beaumont district interacts with the DPS every May for hurricane season.

Are there formal protocods to be followed by TxDOT persanmel when confact is made with
oulside agencies both during and ouiside of wildfire evems?
Beaumont district follows the protocol emploved on May st for hurricane season.

Whar TxDOT resources are tvpically wiilized during wildfire evenis?
Beaumont utilizes only the follow resources:

=  Fuel

* Signs

How many TxDNOT field personnel are ivpically mobilized for a wildfire evem? The disivicts
were asked o give exact mambers if possible, but they were enconraged o indicate a range if
f.r‘.ﬂ‘:-"_"l.- WEre B sure.,

Typically a three-person team is sent to a wildfire event.

How many TelXOT disivict employees serve in voltmieer fire departmenis in their localin?
Approximately 10 volunteers.

Does TxDOT release such firefighter emplovees from TxDXOT duties during wildfire evenis?
The Beaumont district has never had the issue arise before, so they follow standard procedure.

Henw afien does vour District provide firel to agencies omside of TeD0OT that are tmveldved in the
wildfire evenmi? How much fuel is yypically provided?

The Beaumont district gives out fuel every time they get a request. They have given out 600
gallons at large fires, However, 300 gallons is what is typically given.

I addition o fuel, does yonr disivict provide any other resources o ouiside agencies 1o
effectively deal with the wildfire evenr?

The Beaumont district provides signs.

Who hawidles the cost refmbursement reguesis related o wildfire events within youwr disirict?
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Jeanie Lecklider in MNT is in charge of reimbursement. However, it has been determined that
in all fires, the expenses have been less than the minimum threshold set forth by FEMA to file
for reimbursement.

What is your success rate of reimbursement for expenses incurred for a wildfire response?
fiicate separately for different agencies that may be inmvendved,

Beaumont has had some success when filing for reimbursement on hurricanes. However, they
are still waiting for funds on the 2005 and 2008 hurricanes.

What additional emplovee safetv-relaied responsibilities does TxDOT have that are specific o
wildfire evenis?

The safety-related responsibilities Beaumont districts has are for employees/internal. They have
a morning call/briefing every day during a wildfire event. They are instructed to stay out of
harm’s wayv, and that they are not firefighters and need to use proper judgment when asked to do
things.

Are TxDOT personmel who respond 1o wildfire sitiarions provided with adeguate safery
garmenis, equipment and training?

Extra safety equipment is not needed due to the fact that they are just there to fuel firefighting
equipment. However, it would be helpful to have a 4X4 with a winch to pull fuel trailers. The
4X4 pickups would be used when TFS sends crews with TxDOT on trails to fuel equipment that
could not make it back to the staging area.

What public safety-related responsibilities does TxDOT have that are specific to wildfire
events?
Beaumont district is responsible for signs and traffic control.

Do you have any advance preparation and readiness proiocols to respond to wildfire
sitwations? I so, are they wnigue (o your district?

Beaumont has staged “fuel takes™ at strategic locations in order to adequately and quickly
provide fuel in case of a wildfire event. In Beaumont they have moved the 300 gal fuel tanks to
all maintenance vards. They have some 1,000 gallon fuel tanks at the district office but rarely
use these for wildfire events.

Da you make advance preparations by monitoring weather, grownd conditions or other factors?
Please provide details of how conditions affect vour decision for readiness preparalion,

Since this is the first fire the Beaumont district has assisted with, they have not made any such
advance preparations.

Provide informaiion about your readiness plans including coordination activities, staging
areas, resonrce mobilizarion, eic,

Beaumont does not have any type of readiness plan for wildfire events. However, they
indicated that they would check to see if they could send to the TechMRT researchers the
hurricane readiness plan.
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Commeni on existing resowrces guidance from Del T and other agencies such as TOEM, TES,
FEMA, e,

o DOT Cidance for Wildfire Response. Prior to our interview, the Beaumont district
had not seen this document. They quickly looked it over and suggested that the central contact
person be placed init. They stated that it looked like just general guidelines.

o e DOT Matmenance Operations Manual, The Beaumont district indicated that all the
information would be best in one book and online.

o [fraining cowrses modnles. Beaumont would like training on FEMA paperwork and filing
documentation. Beaumont District has undergone training for hurricanes, and think that there is
a need for half-day training statewide for other emergency situations such as wildfires.

What are your suggested improvements to TxDOT wildfire response protocols? Please inclide
fopics such as emplovee safety, training, TxDOT command strucinre, TxDOT support services,
dealing with outside agencies and dealing with the public,

Beaumont had the following suggestions:

* An emergency response manual similar to the hurricane manual would be beneficial.

* Emergency situation training, or at least general guidelines, would be beneficial. During
hurricane events people from all over the nation come in for disaster response, so that
response is not regional specific. Training for wildfire response may need to be more
regional specific.

+ Communications need to be better with FS, FDs

+ Provide formal protocols for response to wildfire events.

Childress District

Whai services firom TxDOT are requested as part of this notification?
Each district stated that they supply whatever is requested. However, the requested assistance
varies by district,
The District has requests for:
+ Dozers, bladers/motor-graders/maintainers, trailers, haulers, water trailers
* Personnel
e  Fuel (provided only to equipment known to be involved in fire suppression and
active fire departments. TxDOT maintains records such as vehicle tag and license
numbers of vehicles fueled and no fuel is provided to personal vehicles).
s Signs
* In-kind activities such as transporting fire retardants
How many swch reguests are made o vour district in a typical vear?
District personnel stated that they have assisted in approximately 25 wildfires from the last

weekend in February to the 20" of July, 2011. However, they have only had a few fuel
requests this vear,
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How is a disirict notified of a Govermor's Proclamation or a Federal Disaster
Declararion?

The Districts are not sure if there is a formal protocol on this topic, Most districts heard
about the proclamation on the news or received an email. The Childress district did not
hear about the Governor's Proclamation regarding a state of wildfire emergency until
March, 2011 and it was declared in December, 2010,

Whae TxDOT office, either inside and ouwiside the disirict b ouiside the chain of
commrand, is imvolved in the evenr?

The maintenance director and occupational safety division are involved. However, there is
no special crew; whoever is available is contacted when fire occurs,

Wit forms are used fo collect data ai the districi level io prepare reporis or make
reimbursement reguests?

The District inputs entries into the maintenance division database for Austin to file for
reimbursement. Also, Childress suggested that a comprehensive and unified database
might be useful for record maintenance. Another thing that Childress stated was that the
current system is insufficient for what FEMA defines as necessary information.

Whet mechanisms are currently used to ensure adequare dova collection?

The Childress district uses the Maintenance Division’s database for resources used, There
are task numbers assigned — large fires receive their own task number; small fires are
grouped and separated by time stamps.

Does vour District conduct advance briefings for the Disirict response team before they
leave for wildfire-related activities? How are such meetings conducted and whai
information is comveved to participanis?

The Childress district conducts an on-site safety meeting but there is no standard protocol
for the briefings.

Once the fires have been extinguished, do you conduct a formal de-briefing session(s) fo
discrss fessons fearned and fo ensire that all action necessary for cost reimbursement is
compleled?

The Childress District does not typically have a de-briefing meeting, except for large fires
or incidents. However, at the close of season there are large meetings covering lessons
learned, safety tips, things to improve upon, what worked and what did not work.

Once notified of a wildfire, whar responsibilivies does TxDOT have 1o notify others?
The Childress district stated that it has no responsibility to notify any agencies outside
T=DOT.

What agencies does TxDOT imeract with relating 1o the wildfire event?
The Childress District interacts with:

¢  Depanment of Public Safety

* Texas Forest Service

«  County Officials
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Texas Commission on Environmental Quality
Utility companies

Local Fire Departments

Mational Weather Service

Local oil/gas producers

Wit owiside agencies does TxDNOT interact with rowiinely in times oilrer than during
wildfire evenis and how often’?

The Childress district routinely interacts with utilities for road closures and traffic control
when running cabling across the road.

Are there formal protocols to be folfowed by TxDOT personme! when contact is made with
atitsicle agencies both during and outside ofwildfire evemis?

The Childress district indicated that there is no formal protocol. They go through Incident
Command (IC), however access to the IC is sometimes a problem.

Wit TeDOT resources are ypically wiilized during wildfire evenis?
dozers

bladers

motor-graders

maintainers

trailers

haulers

water trailers

personnel

fuel signs

How many TelDDOT field personnel are typically mobifized for a wildfire event?

The Childress district indicated that they have 12-15 employees per shift on two 12 hr.
shifis per day. There are usually three dozers, three to four motor-graders, and “a few’
pickups, supervisor, operators, and necessary personnel for equipment, plus a few
additional personnel in case the situation changes. The maximum number of TxDOT
personnel who worked this season’s fire suppression was 50 from this district, plus they
had an additional 25 at one time from the Lubbock district.

Heow many TxfNOT District emplovees serve in vedunieer fire departmenis in their focality?
In the Childress district there were three volunteer firefighters present at the interview.
There were approximately one to five volunteers per section, with an average of two.
Approximately 25 personnel from the entire district are volunteer firefighters.

Does TxDOT release such firefighter employees from x0T duties during wildfire
evenis?

Childress stated that TxDOT employment is the first priority. However, emplovees may
request leave, and have eight hours per year to work on fire events outside TxDOT.

Heow afien does your Disirict provide fired to agencies ontside of Tef00OT that are invedveed
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in the wildfire evem? How much fuel is typically provided?
The Childress district has rarely given out fuel for a wildfire event, and then only to
requesting fire departments. They have given approximately 500 gallons this 2011 season,

In addition to fuel, does your District provide any other resonrces to onfside agencies to
effectively deal with the wildfire event?

The Childress district has provided resources including personnel and in-kind
transportation for TFS or U.S. Forest Service (USFS). They transported slurry from
Odessa to East Amarillo Complex (EAC) suppression staging in 2006

Wher hanclles the cost redmbursement regrests related towildfire evenis within vour
District?

The Childress DOM provides the information to the database for the Maintenance Division
to file,

Whert is vowr siccess rate of reimbursement for expenses incurred for a wildfive response?
The Childress district was unsure of the reimbursement success rate and suggested that the
Maintenance Division would be the best source of information on success rate. The best
reference would be task numbers. FEMA reimburses the State and not the District.

What additional emplovee safetv-related responsibilities does TxlDOT have that are
specific to wildfire evenis?
The Childress district stated that the employees do not have the proper safety equipment.

Are TeDOT persormel! who respond io wildfive situations provided with adequate safeiy
garmenis, equipment and fraining?
The Childress district stated are NOT equipped properly.

What public safety-refated responsibilities does TxDOT have that are specific to wildfire
events?
The Childress district did not offer any beyond normal operations.

Da you Funve any advance preparation and readiness profocols to respond to wildfire
sifreertions, i so are they wvigue to vour district?

The Childress district has end of day equipment preparation and loading, and monitoring of
weather during ‘fire season’ [February to August]. Childress has a training PowerPoint
presentation that they adapted from a TFS PowerPoint presentation. Childress has no
permanent DMS signs, but have trailer signs so they make sure that these are ready each
day.

Da you make advance preparations by monitoring weather, grownd conditions or atfer
Jactors? Please provide details of how conditions affect vour decision for readiness
preparation,

The Childress district monitors weather from the NWS; during fires and fire season , the
district monitors information from TFS and the EOC,
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Please provide informaiion about readiness plans including coordination activities, staging
areas, resowrce mobilization, eic.

Childress indicated that readiness plans depend on the fire, Supervisors usually know of
fires before the County Judge knows. The crews have on-site coordination with fire
departments. The central station for heavy equipment is the district headquarters, while the
maotor graders are located within sections. Message boards may be dispatched if necessary.
However, the signs are not fixed and are not often used unless during multi-day events.

Please comment on the following existing resources giidance from TxDOT and otfer
agencies such as TDEM, T15, FIEMA, eic. that they might have.

o TxDOT CGidance for Wildfire Response, Childress stated that they would like more
detail in TxDOT Guidance for Wildfire Response.

o TxDOT Maintenance Operations Marial, Childress responded that they were
unsure this resource applied to wildfire response but were sure it also needed more
detail. Also, they think an update to fire guards would be beneficial.

o Training conrses modnles. Childress indicated that they like TFS training
materials. They would like the materials to have more explanation for those
employees who are not exposed to any fire suppression. Also, they would be
interested in a specified TxDOT training, The TFS training materials are not
included in TxDOT training materials. For now, employees take some firefighting
training including Independent Study (15) from FEMA training, and NWCG
training.

When asked for suggested improvements to TxDOT wildfire response protocols and
employee safety, training, TxDOT command structure, TxDOT support services, dealings
with outside agencies and dealing with the public, the Childress TxDOT personnel had the
following suggestions:

* Improve safety training/experience

¢  Provide “stories:” condensed into a Powerpoint presentations or videos

El Paso District

What services are requesied from TxDOT as part of this noiificaiion?
The El Paso district receives requests for the following services:
Personnel

Water

Maintainers/ dozers

Traffic control

Fuel

Road closures

Mop up

How many swch reguesis are made to vour district in a sypical vear?
The El Paso district typically receives two to three such requests in a year, although they
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may receive 11 in an extreme year,

How is the disivict novified of a Governor's Proclamation or Federal Disaster Declaration?
Heow does a Districe benefit from this?

The El Paso district usually hears about a Governor's Proclamation either through the DPS
website, the TxDOT Maintenance Administration, or an FMAG issuance.

Whae TxDOT offices (hodh within and owiside the district) but oniside of the disirici chain
of command are inmvolved in the wildfire even?

The El Paso district responded that the following TxDOT offices are involved in a wildfire
event:

Maintenance

Regional

Local

Purchasing

Area Engineer

Da you wse any forms to colfect data af the district fevel to prepare reporis or make
reimbursement reguests?

The El Paso district the following resources for data collection and entry:
Emplovee diaries

DARs

Situation reports

Summarnies of fuel and water use

Equipment and personnel logs

The district collects this data using MMIs with task numbers.

What mechanisms’ technologies are currenily used io ensure adeguaie daia collecion?
The El Paso district uses an employee-driven data entry system that uses Maintenance

Division EOC website diaries and DARs.

Do vou conduct advance briefings for the district response team before they leave for
wildfire-related activities? How and where are such meetings conducied and what
information is conveved fo participans?

The El Paso district conducts no formal briefing but provides advice and a needs
assessment upon dispatch. If a briefing is done, it is at the Section or Command site,

Chce the fires fiave been extinguished, do vow conduer a formal de-briefing sessiens) o
disenss lessons learned and to ensure that all action necessary for cost reimbursement is
compleied?

The El Paso district conducts a safety briefing the following morning, and equipment is
discussed. The district meets with the DPS RLO as part of the process.

Once notified of a wildfire, whar responsibilities does TxDOT have to notify others?
The El Paso district's only responsibility to notify others is to update the HCR if there are
road closures. The district sometimes sends advisories out to local media.
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Whar owisidle agencies does TxDOT interaci with during a wildfire evem?
The El Paso district interacts with the following agencies:
County officials

City officers

USFS

TFS

Volunteer fire departments

Local residents

DPs

State and US Congressmen

Shenfts and police

What owiside agencies does TeDOT interact with rowiinely in times other than during
wildfire evems and how ofien?

The El Paso district routinely interacts with the following agencies:
County officials

City officials

US and State Congressmen

Local residents

Border Patrol

US Customs

TFS

DPS

Sheriffs and Police

International Boundary and Water Commission

Vendors

Contractors

Consultants

Media

Are there_formal protocols o be folfowed by TxDOT personme! when contact is made with
ouiside agencies both during and oniside of wildfire events?

The El Paso district first works to determine the need and usage of personnel and
equipment. They work to cooperate with other agencies to "get it done." All information is
channeled through the district EOC office and area ROL.

Wi TxDOY resources are typically wiilized during wildfire evemis?
The El Paso district indicated that during wildfire events, the following TxDOT resources
are typically used:
*  Water trucks/ tanks
Maintainers! dozers
Excavators
Mop-up/ debris clean-up
Fuels trucks
Traffic control
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Message boards
Pickups

Dump trucks
Loaders
Personnel
Trailers

Heow many TxfXOT field persomme! are tvpically mobilized for a wildfire event?

The El Paso district indicated that they have anywhere from two to 20 employees
maobilized for a wildfire depending on the severity of the fire. A very severe fire required
54 emplovees,

How many TeDOT district emplovees serve in volunieer fire deparimenis in their locality?
The El Paso district has indicated that there is one employee who has served with a
volunteer fire department, and he has done so for over 20 years.

Daes TeDOT release such firefighter emplovees from TxDOT duries during wildfire
events?

The El Paso district indicated that they do release their volunteer firefighter during an
event, but he normally assists TxDOT during the event. The decision on what to do is lefi
with him.

How aften does your district provide firel 1o agencies ontside of TeDOT that are involved in
the wildfire event? How much fuel is tpically provided?

The El Paso district does not often provide fuel to outside agencies, although it will on
large events, The amount of fuel ranges from no fuel to 5000 gallons on one event,

I addition o fuel, does your disirict provide any oiher resources to oniside agencies fo
effectively deal with the wildfire event?

The El Paso district provides the following resources:

* Water

¢ Traffic control

+  Mop-up

* Debrs hauling

Wher honaclles district activities related 1o cost reimbursement requests on wildfive evens?
The El Paso district indicated that the Maintenance Management section handles cost
reimbursement.

What is your success rate of reimbursement for expenses incurred for a wildfire response?

The El Paso district has had a high success rate for reimbursement. This has been aided by

the MNT handling the reimbursement process and sending emails to a website formatted to
capture necessary information for submission of information.

Wit emplovee safeiv-relmied responsibilities does TxDOT have thai are specific fo
wildfire evenis?
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The El Paso district places extra emphasis on safety and reminds TxDOT employees that
they are not authorized to do anything for which they are not trained. District employees
haold tailgate meetings and attend safety meetings from outside agencies.

Are TxDOT persormel who respond 1o wildfire situations provided with adequate safety
garments and fraining?

The El Paso district indicated that their emplovees have typical PPE and paper masks for
smoke, but need radios in compliance with interoperability standards. The district indicated
a desire for improved gear,

What public safety-related responsibilities does TxDOT have that are specific to wildfire
evenls?

The El Paso district indicated that their safety responsibilities during a wildfire event
include tratfic control, providing message boards, and updating the HCR.

D you hove any advance preparation and readiness protocols o respond o wildfire
sifnations?

The El Paso district indicated that they do not have any advance preparation protocols,
although they put employees and equipment on standby and move them to a needed area if
it is anticipated that TxDOT will be needed.

Do you make any advance preparations by monitoring weather, ground conditions, or
aiher faciors? Please provide details of how conditions affect your decision for readiness
Preparaticon,

The El Paso district does monitor weather and environmental conditions because not doing
so would create a safety risk for their employees.

Please comment on existing resonrces’ guidance from Uel0OT and other agencies?

o TxDOT Chnidance for Wildfire response: The El Paso district has received good
directions from this resource.

o TxDOT Mainmtenance Operations Manual: The El Paso district has received good
directions from this resource.

o Training conrses modules inclding those conducted by the District, TelNOT
{statewide) and ontside agencies: The El Paso district uses ICS training from
FEMA. This has been extremely beneficial when working an emergency. A good
understanding of the ICS command structure and the relationship between TxDOT
and the SOC is crucial for a proper response to an event,

e Ohther (please specifv): The El Paso district would like to have good working
relationships prior to an event, ICS training, and a cohesive management joint
structure.

Do you have ainy sugeestions to change TxDOT praciices for more effective wildfire
response ?
The El Paso district recommended the following suggestions:

s  Equipment operator training

« Fire training video
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Better equipment and PPE

Understand do's and don'ts during a fire
Acknowledgment form management to improve morale
Safety training specific to wildfires.

Fort Worth District

What services fram TxDOT are requested as part of notification of a wildfire?
The Fort Worth district is asked for:

¢ Traffic control

* Signs

o Fuel (TFS has requested this lately)

¢ Heavy equipment

+ Dozers (operator)

+ Motor grader

¢ Track loader

* Water tenders

Hew many such requests are made to your district in a typical year?
The Fort Worth district has had 10 to 12 requests at the time of the interview. Ina
typical year Fort Worth has around six requests.

How is a districi noified of a Governor s Proclamation or a Federal Disasier
Declaration?

The Fort Worth district was not sure of a formal protocol on this topic. They were also
unaware of who should be the point of knowledge. However, at the Fort Worth
interview the DPS were present and stated that the district can sign up for e-mails to
receive state notifications. State agencies such as TxDOT can receive additional
tunding and restraints can be waived during Governor’s Proclamations.

What TeDOT affice borl inside and ontside the disirict but outside the chain of
command is imvedved in the evenr?
For the Fort Worth district, the purchasing and regional offices are involved.

Do you wse any forms to colfeci datea e the disirict fevel 1o prepare reports or make
reimbursement reguesis?

Fort Worth Distriet has a system but it can use some improvement. The agency-to-
agency mechanisms/technologies do not match-up for auditing when applying for
FEMA, so0 their system is inadequate. There needs to be a daily report to Austin for the
FEMA record applications.

What mechanisms are currently used fo ensure adeguate data collection?
Fort Worth discussed the Compass project and stated that Brandye Munn is the POC
tor this program development and implementation.
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Dia you conduci advance briefings for the District response team before they leave for
wildfire-related activities? Heow are such meetings conducted and whai information is
conveyed fo pariicipanis?

In the Fort Waorth disirict, advanced briefings are held at staging zones. The crew that
15 sent out to the wildfire is dispatched with the request, contact person, and contact
number,

Chice the fires have been extingnished, do yon conduct a formal de-briefing session(s)
io discuss lessons learned and 1o ensure that all action necessary for cost
reimbursement s completed?

The Fort Worth district has “lessons learned” meetings. They discuss what to do for
the next wildfire event. TxDOT may check with other agencies/entities to see if there
is anything for cleanup, but these are not official de-briefing meetings.

Once natified of a wildfive, what responsibilities does TxDOT have to notify others?
Fort Worth district office has none listed in their system. However, if the wildfire isa

large event, the Maintenance Division (MNT) is informed. Also, the P10 informs the
County Commissioner,

What agencies does TxDOT imteraci with relating to the wildfire evemt? Please provide
information on such imeractions.

The agencies that the Fort Worth district interacts with are:

TFS

TX Parks and Wildlife

TX Dept. of Criminal Services

DPS

USFS

TCEQ

Texas Animal Health

What outside agencies does TxDOT interact with rowtinely in times other than during
wildfire evenis and how often?
The Fort Worth district stated that they only routinely interact with the DPS.

Are there formal profocols to be followed by TxlDOT personmed when contact is made
with ontside agencies both during and outside of wildfire evenrs?
Fort Worth indicated that there is no formal protocol.

Whar 1xDOT resonrces ave ypically utilized during wildfire evens?
In the Fort Worth district the resources used are:

+ Dozers

+ Fuel trucks/Fuel

+ Maintainers/Blades

+ Crowd control devices

+ Mechanics
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+ Traffic Control
+ Personnel
* Water

Heaw many TxDOT field personel are typically mobilized for a wildfire event?

This depends on the fire size and is relative to personnel need. The maximum number
the Fort Worth district has had on one wildfire event is 78 on the Possum Kingdom
(PK) fire. They do not have employees working a fire at night due to visibility issues.

How many TxDOT District emplovees serve involunteer fire depariments in iheir
focality?

The Fort Worth district has 10 to 12 district wide and had several in the past. A few of
the current volunteers are in more rural counties.

Dioes TxDOT release such firefighter emplovees from TxDOT duties during wildfire
everis?

There appears to be some discrepancy on this between rural and urban sections within
the Fort Worth District. They referenced the HR manual § 2 Ch. 10,

How afien does your Disirict provide fuel o agencies owiside of TeDOT il are
invalved i the wildfire event? How much fuel is tvpically provided?

Fort Worth has had issues with giving out fuel. They stated that they give out fuel “too
often™ and are trving to reduce this. One agency that routinely asks for fuel is TFS.

I adedivion to fieel, does your district provide any other resonrces to outside agencies
i effectively deal with the wildfire evemi?

Fort Worth provides county maps, mobile message signs, ROW debris clean up, and
ROW reclamation.

Whe handles the cosi reimbursement reguests related to wildfire evenis within your
disirici?

Fort Worth is in the process of filing for reimbursement for the PK fire. Tom Brown
and Vickie Webb are in charge of reimbursement for that event.

What is your sticcess rate of reimbursement for expenses incurved for a wildfire
response?  Indicare separvately for different agencies that may be involved.

Fort Worth is in the process to filing for FEMA reimbursement so the success rate is
unknown.

What addivional employee safetv-relaied responsibilities does TxDOT have that are
specific to wildfire evens?

Fort Worth has an RLO preparing a document for Lookouts-Communications-Escape
Routes-Safety Zones (LCES) type instructions. However, there are two safety officers
for the Fort Worth District,
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Are x0T persomned who respond io wildfire sitwations provided with adequate safeqy
Sarments, equipiment and iraining?

The Fort Waorth district indicated that there is no safety equipment. They have been
provided some Nomex™ jumpers when working with USFS on the PK fire. Also, they
have SAT phones but their use is limited 1o emplovees” knowledge.

What public safetv-related responsibilities does TxDOT have that are specific to
wildfire evemnis?

The Fort Worth district had typically 50 troopers per shift in the PK complex fire
while DPS and TxDOT maintain road blockades. This frees-up local PD to evacuate.

D yvou have any advance preparation and readiness protocols to respond to wildfire
sitwations? [f so, are ihey wnigue io your disirici?

Fort Worth stated that they are always fueled and ready to go. Once notified the crews
in the areas will prepare based on resources requested.

Dia you make advance preparations by monitoring weather, ground conditions or other
Jactors? Please provide details of how conditions affect vour decision for readiness
prreparation.

Fort Worth relies on the State Operations Center (SOC) and daily weather alerts on the
news.

The district was asked o provide information about readiness plans including
cocrdingfion activities, staging areas, resowrce mobilization, efc.

Fort Worth has a readiness plan for the ROWs. 1f the fire is on ROW then they use
stock pile locations as staging areas.

Comment on existing resources guidance from TeDOT and other agencies sich as
FREM, TFS, FEMA, efc.
o DOV Guidance for Wildfire Response — The Fort Worth district stated that this
document was mostly about signs.

TxDOT Maimenance Operations Manal — Fort Worth district would like to see
information on fire breaks and fire lines. Richard stated that they have a red binder for
emergency events with specific SOPs. He would like all emergency events in one red
book

Fraiming cowrses modnles — Fort Worth indicated that they would like some training
but it depends on what they are getting into. They indicated that they would like TFS
expectations training and DPS training on ICP and ICS for upper level personnel,

What are your suggested mmprovements to TxDOT wildfire respeonse protocols? Please
include topics such as employee safety, faiing, TxDOT command siructure, TelDOT
support services, dealing with outside agencies and dealing with the public,
+ Need a mechanism in place for hands-on training for all field personnel with
TFS.
¢ ldeas from maintenance supervisors on what can be done to give more
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knowledge and safety-related training recommendation from DPS

¢ Have DOM, DPS, and TFS work together to identify what TxDOT needs to
organize.

o Match traiming with real-world expectations,

How should TxDOT regional employees respond to wildfire events?
¢ Define the district’s role in wildfire response.

Lubbock District

The Lubbock district submitted the following unique answers during our interview,

Witat services from 1xDOT are reguested as part of this metification?

+ Fuel
Maintenance
Traffic control

s  Water

«  Dozers

e Lighining
« Personnel

How many swch requests are made to your district in a lypical vear?

The Lubbock District stated that this is not a tvpical vear. They had more than 23 requests
during 2011, In 2010, they received four to five requests, and in prior years had on
average (wo requests per vear,

How is a district novified of & Governor s Proclamation or a Federal Disasier
Declaration?

Information on the Governor’s Proclamation has sometimes come from the District
Disaster Coordinator (DIDC) or the Regional Liaison Officer (RLO). Some of the
restrictions are relaxed, such as working off rght-of-way (ROW) without the DPS
notification. Also, some of the procurement restraints are released as a result of such
proclamations,

Whai TxDOT affice boilr inside and oniside the district but owtside the chain of commeand
is imverdved in the event? For the Lubbock distnct the other agencies involved are the
TxDOT Public Information Office (P10) and the regional offices (in the case of equipment
fleet and purchasing).

Do you use any forms to collect data ai the disivict level (o prepare reports or make
reimbursement reguests?

The Lubbock district has the section supervisors summarize and enter data into a
Maintenance Division SharePoint website. Allocations are updated by 3:00 p.m. daily to
SharePoint for record keeping reporting,
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What mechanisms are curremly used o ensure adequate data colleciion?

Lubbock utilizes the Daily Activity Reports (DARs). This information could be
accurately gathered using the task numbers for labor, equipment, and all other resources
used. One person remarked that this is standard for districts and is not unique to Lubbock.
Lubbock District suggested that one thing that could be done is to setup a survey form,
similar to other hazard response survey forms, for wildfire response. This would make
entry uniform and more complete within the system.

Do you conduci advance briefings for the disirict response feaim before they feave for
wildfire-related activities?  How are such meetings conducted aned whal information is
conveyed fo participanis?

The Lubbock district has on-site meetings at the location of a wildfire event. If time
permits they have a meeting prior to leaving for a fire, However, they typically do not
conduct the meetings until they are on-site. These briefings are informal general safety
meefings,

Cnce the fires have been extinguished, do you conduct a formal de-briefing session(s) 1o
discuss lessons learned and to ensure that all action necessary for cosit reimbursement is
completed?

The Lubbock district sometimes has post-event meetings. For example, they had a
meeting after the Borden County fire. Lubbock also sends out closed notification e-mails.
Afier the Matador fire they had a meeting but it was not necessarily a debriefing, because
it involved upper management, RLO, and TFS organizing future potential training ops.

Onee notified of a wildfire, wiat responsibilities does TxDOT have 1o notify others?
The Lubbock district says that they update HCR and have no other responsibilities than for
internal employees.

What agencies does TxDOT interaer with relaving fo the wildfire evemt? Please provide
information on such interaciions,
The Lubbock district interacts with the following agencies,
« DPS
RLO
TFs
Electric
Utility providers
Local Emergency Management Coordinator (A county level emplovee designated
by the Judge)
County Commissioner
Sherriff"s Office
FI»
Mayor
TCED
DHHS (livestock disposal)
FEMA
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= FHWA
* RRC
NOAA

Whar outside agencies does TxDOT imieract with routinely in times other than during
wildfire events and how often?

The Lubbock district stated that most of the agencies they interact with during a wildfire
event may also be intermittently interacted with cufsicle of a wildfire event. However,
they routinely interact with utilities for installations, and dig tests. They also interact with
NOAA on a routine basis.

Are there formal protocols to be followed by IxDOT personnel when comtact is made with
oniiside agencies both during and owiside of wildfire events?

The Lubbock District referred to the TxDOT Communications Manual. However, this
manual is not necessarily always followed.

Whear TxDOT vesonrces are nypically wtilized during wildfive evenis?
*  Maintainers

Dozers (Only dozer available was broken)

Pickups

Sedan (for transport of personnel)

Trailers

Emergency trailers (contain — signs, barricades, message boards)

Water tanks

Loaders

Supplies {non-specific)

Personnel

8 & ® F 8 % B 8

How many TxDOT field personnel are fipically mobilized for a wildfire evenmi? The
disiricts were asked to give exact numbers if possible, but they were encouraged to
indicate a range if they were not sure.

A minimum of eight personnel are on the scene of a wildfire event. Typically there are
two to three motor graders, so two to three operators plus one supervisor. Lubbock has
had a maximum of 30 personnel on one event.

How many TxDOT District emplovees serve in volunteer fire deparimenis in iheir
focalin?
Approximately 50 volunteer firefighters.

Dioes TxiXOT refease such firefighier employvees from TxDOT duiies during wildfire
events?

Employees may be released to work on fire events. In fact, most have left in response to a
wildfire before TxDOT receives notification of a wildfire event. However, they are not on
the clock after the eight-hour coverage is used.
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How ofien does your district provide fiel 1o agencies outside of TxDOY thai are involved
ity the wildfire evem? How much firel is (upically provided?

Fuel is rarely provided. Only upon request is fuel taken out and given to the fire
departments. Only 110 gallons were given this year.

I awdelivionm tor freld, deowes yonr disirict provide any offier resonrees (o awiside agencies fo
effectively deal with the wildfire eveni?

Lubbock stated that water is the other most common resource provided 1o outside
agencies.

Wiy handies the cost reimbursement reguests related to wildfire events within vour
Pistrict?
The Maintenance Management officer is in charge of reimbursement.

What is vour success rate of reimbursemeni for expenses incurred for a wildfire response?
Indicate separately for different agencies that may be imvalved,
The Lubbock district has not filed for reimbursement.

What additional emplovee safety-related responsibilities does TxDOT have thar are
specific 1o wildfire evenis?

Lubbock does not have any wildfire firefighting or personal protection equipment. TFS is
working with them to develop a shortened course for TxDOT personnel on how to handle
potential hazards when working suppression associated with wildfire events. This will be
an abbreviated course specific to heavy machinery with some wildfire behavior, tactics,
according to the Lubbock RFC.

Are TxDOT persannel who respond to wildfive situations provided with adeguaie safety
garments, equipmeni, and iraining?

Lubbock stated that currently no they are not provided with adequate resources, However,
they would like to have the proper equipment, as well as maps for detours. They
recommended possible up-to-date electronic mapping to show best routes possible for
large events to avoid issues with road closures,

What public safeiy-related responsibilities does TxDOT have that are specific to wildfire
evenis?
Traffic control and livestock disposal.

Dy vou Jrerve amy acvanrce prepararion and readiness protocols to respond to wildfire
sitnatioms? I so, are they unigue 1o your district?

Lubbock has advanced planning under red flag conditions, but this is rare. They do pre-
loading only with minimal pre-staging.

Do you make advance preparations by monitoring weather, grownd conditions or oiher
Jaciors? Please provide deiails of how condivions affect your decision for readiness
preparation.

The regional fire weather contact from NOAA sends an e-mail notifying of hazardous
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weather warnings, These e-mails are then forwarded to the supervisors. However, if
supervisors only have cell phones and no e-mail contact when out on a job, sending an e-
mail notifying of hazardous conditions won’t be received until they arrive back in the
office.

Please provide information about readiness planys including coordination activities,
staging areas, resonrce mobilization, efc.

Lubbock has no formal readiness plans. They use TxDOT emergency response protocols.
Their plan is reactive, primarily because they have a large area and do not have the
personnel or abilities to respond according to a planned manner. They have general
preparation such as specific weekend prep during high wildfire season

Please comment on exisiing resonrces guidance from TeDOT and other agencies such as
TOEM, 118, FEMA, ete.

The first resource discussed was the TxDOT Guidance for Wildfire Response. Lubbock
indicated that they have seen parts of this document, and some of the parts are okay. Based
on the responses during the interviews, few have seen/read the document. The second
document in this topic was the TxDOT Maintenance Operations Manual. Lubbock thinks
expansion of this document would be beneficial. Also, they stated that they would like
“crash cards” for reference and for new employees. These cards would have tips and rules
on them. The third set of documents discussed in the section was training
courses/maodules. The Lubbock district thinks that customized training with TFS would be
helpful. Right now they use online FEMA ICS courses and (NIMS) training.

Whet are your suggested improvements to TxDOT wildfire response protocals? Please
include topics swch as emplovee safely, training, TeDDOT commaeand structure, TxDOT
support services, dealing with outside agencies and dealing with the public.
Lubbock made the following suggestions:
+ Better communication or better command post establishment with better
communication
Radio communication
Supervisor should ask requestor (DPS) who else has been contacted,
MNeed established point of contact (POC) and a better ICS
Supervisor training so they can make safe knowledgeable calls on go/no-go
situations.
* Representative with the 1C at the Incident Command Post to relay information to
the personnel on the ground on activities and actions
« Residential versus pasture protocol
Mo work in dark.
Typically have a motor-grader followed by a pickup or pumper truck if close to the
fire
e Would like safe{y equipment requisition through equipment supply — shelters
{on equipment) Nomex ™ overalls

What services from DxDOT are requested as part of this notification?
s  Fuel
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« Maintenance
+ Traffic control

«  Water

«  Dozers

+ Lighining
¢« Personnel

How many swch requests are made to your district in a typical year?

The Lubbock District stated that this is not a typical vear. They had more than 23
reguests during 2011, In 2010, they received four to five requests, and in prior vears
had on average two requests per yvear.

Heow is a district notified of a Governor s Proclamation or a Federal Disaster
Declaraiion?

Information on the Governor’s Proclamation has sometimes come from the Distnct
Disaster Coordinator (DDC) or the Regional Liaison Officer (RLO). Some of the
restrictions are relaxed, such as working off right-of-way (ROW) without the DPS
notification. Also, some of the procurement restraints are released as a result of such
proclamations.

Whar 1xDOT affice both inside and ontside the disivici but ontside the chain of
command is iivolved in the evemi? For the Lubbock district the other agencies
involved are the TxDOT Public Information Office (P10)tand the regional offices (in
the case of equipment fleet and purchasing).

Dy yome aise any forms to coflect data ai the diserict level to prepare reports or make
reimbursenen requesis?

The Lubbock district has the section supervisors summarize and enter data into a
Maintenance Division SharePoint website. Allocations are updated by 3:00 p.m. daily
to SharePoint for record keeping reporting,

What mechanisms are currently used o ensure adequate data colleciion?

Lubbock utilizes the Daily Activity Reports (DARs). This information could be
accurately gathered using the task numbers for labor, equipment, and all other
resources used. One person remarked that this is standard for districts and is not
unigue to Lubbock. Lubbock District suggested that one thing that could be done is to
setup a survey form, similar to other hazard response survey forms, for wildfire
response. This would make entry uniform and more complete within the system.

Do vou conduct advanice briefings for the district response team before they leave for
wildfire-related activities? How are such meetings conducted and what informaiion is
conveyed fo participanis?

The Lubbock district has on-site meetings at the location of a wildfire event. If time
permits they have a meeting prior to leaving for a fire. However, they typically do not
conduct the meetings until they are on-site. These briefings are informal general safety

46 |Page

FDA, Inc. 270




meetings,

Clnee the fires have been extinguished, do yon conduct a formal de-briefing session(s)
tor discrss fessons learned and to ensure that all action necessary for cost
reimbursement is compleied?

The Lubbock district sometimes has post-event meetings. For example, they had a
meeting after the Borden County fire. Lubbock also sends out closed notification e-
mails. After the Matador fire they had a meeting but it was not necessarily a debriefing,
because it involved upper management, RLO, and TFS organizing future potential
training ops.

Cnce notified of awildfire, what responsibilities does TxlDOT have 1o notify oihers?
The Lubbock district says that they update HCR and have no other responsibilities than
tor internal employees,

What agencies does TxDOT imteract with reloving to the wildfire evemn? Please provide
informaiion on swel interaciions.
The Lubbock district interacts with the following agencies;
+ DPS
RLO
TFS
Electric
Utility providers
Local Emergency Management Coordinator (A county level employee
designated by the Judge)
County Commissioner
Sherriff’s Office
FD
Mayor
TCEQ
DHHS (livestock disposal)
FEMA
FHWA
RRC
NOAA

. & 8 @
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What ontside agencies does TxDOT imieract with routinely in times other than during
wildfire events and how often?

The Lubbock district stated that most of the agencies they interact with during a
wildfire event may also be intermittently interacted with owiside of a wildfire event.
However, they routinely interact with utilities for installations, and dig tests. They also
interact with NOAA on a routine basis.

Are there formal protocols to be followed by TxDOT personnel when comtact is made
with oniside agencies both during and owiside of wildfire evenis?

47|Page

FDA, Inc. 271




The Lubbock District referred to the TxDOT Communications Manual. However, this
manual is not necessarily always followed.

Wheart TxDOT resources are (ypically wiilized during wildfire evenis?
+  Maintainers

Dozers (Only dozer available was broken)

Pickups

Sedan (for transport of personnel )

Trailers

Emergency trailers (contain — signs, barricades, message boards)

Water tanks

Loaders

Supplies (non-specific)

Personnel

% & & & & 5 B 8

How many 1xDOT field personnel are typically mobilized for a wildfire evem? The
disiricts were asked fo give exact numbers iff possible, but they were encouraged fo
indicate a range if they were not sure.

A minimum of eight personnel are on the scene of a wildfire event. Typically there are
two to three motor graders, so two to three operators plus one supervisor. Lubbock has
had a maximum of 30 personnel on one event,

Henw mamy TelXOT District employvees serve in voliieer fire deparimenis in their
tocality?
Approximately 50 volunteer firefighters.

Dioes Tl 2T refease such firefighier emplovees from TxDOT duiies during wildfire
evenis?

Employees may be released to work on fire events. In fact, most have left in response
to a wildfire before TxDOT receives notification of a wildfire event. However, they
are not on the clock after the eight-hour coverage is used.

How ofien does your disirici provide fuel fo agencies owiside of TxDOT that are
invelved in the wildfire evemt? How much fuel is Dpically provided?

Fuel is rarely provided. Only upon request is fuel taken out and given to the fire
departments. Only 110 gallons were given this vear,

I aadelivieny vor fiveld, deses yonr disirict provide any ofher resonrces to owiside agencies
to effectively deal with the wildfire eveni?

Lubbock stated that water is the other most common resource provided 1o outside
agencies.

Wha handies the cost reimbursement reguesis related fo wildfive evemis witlin youwr
District?
The Maintenance Management officer is in charge of reimbursement.
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Wiat is vour success rate of reimbrrsement for expenses incurred for a wildfive
response? Indicate separately for different agencies thai may be involved,
The Lubbock district has not filed for reimbursement.

What addirional emplovee safetv-related responsibilities does TeDOT have ihai are
specific towildfire events?

Lubbock does not have any wildfire firefighting or personal protection equipment.
TFS is working with them to develop a shortened course for TxDOT personnel on how
to handle potential hazards when working suppression associated with wildfire events.
This will be an abbreviated course specific to heavy machinery with some wildfire
behavior, tactics, according to the Lubbock RFC.

Are TxDOT persanmel who respond to wildfire situations provided with adequaie safety
garments, equipamend, avkd iraining?

Lubbock stated that currently no they are not provided with adequate resources.
However, they would like to have the proper equipment, as well as maps for detours
They recommended possible up-to-date electronic mapping to show best routes
possible for large events to avoid issues with road closures.

Whet public saferv-relared responsibilities does TxDOT have that ave specific 1o
wildfire evens?
Traffic control and livestock disposal.

Doy yom Bave emy advanee preparaifon and readiness protocols to respond 1o wildfire
sitvertions? [ so, are they unigne to your district?

Lubbock has advanced planning under red flag conditions, but this is rare. They do pre-
loading only with minimal pre-staging,

Do yore make advance preparations by monitoring weather, grovnd conditions or other
Jactors? Please provide details of how conditions affect your decision for readiness
preparation,

The regional fire weather contact from NOAA sends an e-mail notifying of hazardous
weather warnings. These e-mails are then forwarded to the supervisors. However, if
supervisors only have cell phones and no e-mail contact when out on a job, sending an
e-mail notifying of hazardous conditions won’t be received until they arrive back in the
office.

Please provide information about readiness plons including coordinarion acriviries,
staging areas, resource maobilization, ete.

Lubbock has no formal readiness plans. They use TxDOT emergency response
protocols. Their plan is reactive, primarily because they have a large area and do not
have the personnel or abilities to respond according to a planned manner. They have
general preparation such as specific weekend prep during high wildfire season.

Please comment on existing resonrces guidance from TxDOT and other agencies such

as TDEM, TFS, FEMA, ete.
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o [xDOT Guidance for Wildfire Response. Lubbock indicated that they have
seen parts of this document, and some of the parts are okay. Based on the
responses during the interviews, few have seen/read the document.

o (XD Maivienonce Operations Mawal, Lubbock thinks expansion of this
document would be beneficial. Also, they stated that they would like “crash
cards” for reference and for new employees, These cards would have tips and
rules on them.

o [raiming courses modules. The Lubbock district thinks that customized
training with TFS would be helpful. Right now they use online FEMA ICS
courses and (NIMS) training.

Wheat are your suggested improvemenis to IxDOT wildfire response proiocols? Please

include topics such as emplovee safety, traiming, TxDOT commeand structure, TxDOT

support services, dealing with outside agencies and dealing with the public.

Lubbock made the following suggestions:
+ Better communication or better command post establishment with better

communication

Radio communication

Supervisor should ask requestor (DPS) who else has been contacted.

Need established point of contact (POC) and a better IC5

Supervisor training so they can make safe knowledgeable calls on go/no-go

situations.

¢ Representative with the IC at the Incident Command Post to relay information to
the personnel on the ground on activities and actions

¢ Residential versus pasture protocol

+  MNowork in the dark,

¢  Typically have a motor-grader followed by a pickup or pumper truck if close to
the fire.

Would like safety equipment requisition through equipment supply — shelters
(on equipment) Nomex" overalls

Odessa District

What services from TxDOT are requesied as part of this notification?
Odessa has request for the following services:

+ Traffic control 80% of the time their services are requested.

* Equipment

#  Fuel

Hew many such reguests are made to yvour disirict in a typical year?

Odessa typically has less than five requests per year, excluding traffic contral.
However, this year they have had 10 requests. Including the traffic control, this year
there has been a total of 100 requests,

How is a disivict notified of a Governor s Proclamation or a Federal Disasier
Declaration?
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There have not been any fires started in this district.

What TxDOT affice boh inside and owisidle the district but outsidle the chain of
comtand is imvolved in the eveni?

The Odessa district does not have a structured chain of command. The request can go
up or down the ladder,

Do you wse any forms to colfect data af ihe disivict fevel to prepare reporis or make
red "H’Hﬂ NI e o [T ?

Odessa uses DARs for data collection. However, they are waiting on the Fire
Management Assistance Grant (FMAG) meeting that the DPS has scheduled.

Wit mechamisms are currently wsed to ensure adeguate data collection?
The Odessa district does not have anything to ensure adequate data collection. They
call the sections after the fact, to get what is available.

Da you conduct advemce briefings for the district response tecam before they leave for
wildfire-related aciivities? How are swch meetings conducted and what information is
conveyed fo participanis?

Odessa watches the weather service during fire season and try to be prepared to respond
to situations,

(hice the fires have been extinguwished, do you conduct a formal de-briefing session(s) to
disenss lessens fearned and to ensnre that all acifon necessary for cost reimbursement
is completed?

The Odessa district does not have de-briefing meetings because they are never the lead
agency on a wildfire event,

Chice natified of a wildfive, what responsibilities does TxDOT have to notify others?
The Odessa district has no responsibility to notify others. Most of the time everyone
already knows.

What agencies does TeDOT interact with relaving to the wildfire eveni? Please provide
information on such feraciions,

Odessa interacts with the following agencies for a wildfire event:

DPS

VFDs

TFS

Maintenance

Utilities

Counties

What ouiside agencies does TxDNOT interact with rowtinely in times other than during
wildfire events and how offen’?

In the past, the Odessa district office had an annual meeting with the DPS. However,
the DPS has not arranged that meeting in the last few years.
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Are there formal protocols to be followed by TxDOT personnel when contact is made
wiith ouiside agencies both during and owuside of wildfire events?
The Odessa district has all requests go through the RLO,

What TxDOT resources are typically wtilized duving wildfire evenis?
In Odessa the following resources are utilized:
» Traffic control
Message boards
Blades
Water
Small amounts of fuel
Transportation of fire retardant

How many TxDOT field persomnel are typically mobilized for a wildfire event? The
districts were asked o give exact numbers if possible, but they were encouraged to
mdicate a range if they were not sure.

Odessa does not have a standard number of employees that are sent to assist on wildfire
events. The number of employees varies from one to 20, depending on the fire.

How many TxDOT District employees serve in volunteer five deparimenis in their
locality?
In Odessa there are approximately 20 volunteer firefighters.

Daoes 1xDOT release such volunteer firefighter employees from 1xDOT duties during
wildfire evenis?

The volunteer firefighters are released if TxDOT can spare them. otherwise they are not.
These employees can request compensatory time. They are allowed [ive days a year for
volunteer firefighter training.

How afien does your district provide fitel 1o agencies outside of TxDOT that are
involved in the wildfire event? How much fuel is typically provided?

The Odessa district rarely gives out fuel for wildfire events. This year they have given
out 80 gallons of fuel.

In addition to fitel, does your district provide any other resources to outside agencies 1o
effectively deal with the wildfire event?
The Odessa district provides water and transportation of fire retardant.

Who handles the cost reimbursement reguests related o wildfire events within vour
district?
The DOM handles activities related to reimbursement.

What is your success rate of reimbursement for expenses incurred for a wildfire

response? Indicate separately for different agencies that may be involved.
Odessa has never had to file for reimbursement.
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Wit additional emplovee safety-relomed responsibilities does TxDOT have that are
specific wo wildfire evenis?

In the Odessa district the employees are told that they are not firefighters. They are
support only for wildfire events. The district feels that they should not be in the wildfire
event at all

Are TxDOT persormel who respond 1o wildfire situations provided with adequare safety
garments, equipment, and iraining?

Mo. Odessa District has someone stay around the firefighters to know if there is a shifi
in the fire so they can keep TxDOT employees out of harm’s way. Usually, TxDOT is
briefed by the 1C. There is a hurricane video that the Odessa emplovees watch. This
video gives information on what to expect, and situational awareness.

Whet public safetv-related responsibilities does IxDOT have that are specific io
wildfire evenis?

The Odessa district is responsible for traffic control. Sometimes they are asked to help
evacuate by knocking on doors.

Da you Tenve any advance preparation and readiness protocols to respond to wildfire
sitnatioms? If xo, are they wnigwe to your district?

The Odessa stages equipment based on DPS information. They also have the trailers
loaded and traffic control equipment ready.

Do you make advance preparations by monitoring weather, ground conditions or ofher
factors? Please provide details of ow conditions affect your decision for readiness
preporaticn,

Odessa does not base advanced preparations on the weather. They rely on the weather
service or the RLO wall give notice

Provide informaiion about vour readiness plans including coordination activities,
staging areas, resoirce mobilization, eic.
The Odessa district has no formal protocols.

Plecise comment on the following existing resources giidance _from TeDDOT and other
agencies such as TINM, TS, FEMA, eic.
¢ TxDOT Guidance for Wildfire Response,
The Odessa district stated that the Guidance document needs to be updated.
e  TxDOT Maintenance Operations Manual.

Odessa indicated that the Maintenance Operations Manual is not of much use.
¢ Training courses/modules.

For the Odessa distriet, local training is the key,
What are your suggested improvements to TxDOT wildfive response protocols? Please

include topics such as emplovee safety, wraining, TeDOT command strwcture, TeDOT
suppart services, dealing with oniside agencies and dealing with the public.
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Odessa had the following suggestions:
*  Some districts may be overstepping in terms of what TxDOT should be deing on
wildfires
o TxDOT's responsibilities at a wildfire event should be clearly defined and not
oversiepped.
These districts may need to be pulled back before an accident occurs
Do not contract traffic control

San Angelo District

What services from TxDOT are requesied as part of this notification?
San Angelo District has provided:

e  Daozers

* Bladers

+ Motor graders

*  Fuel trailer

»  Water trailer

+ Sign trailers

e Pickup trucks

* Personnel

= Portable Changeable Message Signs (PCMS)

How mamy swch requests are made to vour district ina typical year?
The San Angelo district has received 19 requests this year. In a typical year they have
ONE 10 TWO requests.

How is a district novified of a Governor's Proclamation or a Federal Disasier
Declaration?

The San Angelo district heard on the news that the Wildeat fire received the
Governor’s Proclamation.

Wheat TxDOT office, enther inside or outside the district b oniside the chain of
command is ivolved in ihe event?

In San Angelo the Distnct engineer (DE), area engineer (AE), rezional office, and
purchasing office are outside the chain of command but involved in a wildfire event.

Do you wse any forms to collect data ai the disivict level to prepare reports or make
reimbursement reguests?
The San Angelo distnict relies on an email sent by DOM to Maintenance Supervisors

asking for information on the event.

What mechaisms are currently used to ensnre adeguate data collection?
San Angelo uses DARs and SharePaoint to ensure adequare data collection.

54|Page

FDA, Inc. 278




Doy yomr conduci advance briefings for the district response ieam before they feave for
wildfire-relmed activities? How are such meetings conducted avnd wihat informaiion is
corveyed fo participants?

The San Angelo district does not conduct advanced briefings, because the fires are
usually emergency situations. A supervisor meeting is held to give the information to
the crews responding.

Cnce the fires have been exvinguished, do you conduct a formal de-briefing session(s)
for disctss fessons fearmed and to ensire that all action necessary for cost
reimbursement is compleied?

There is no standard procedure for debriefing,

Cnce novified of a wildfire, what responsibilities does TeDOT have io notify others?
If there are road closures, the San Angelo district updates (HCR).

What agencies does TxDOT imieract with relaving ta the wildfire evemt? Please provide
informaiion on swel interaciions.
San Angelo interacts with the following agencies:

= DPS

= Local Gov.
« TFS

o LISFS

« VFD

What ontside agencies does TxDOT imieract with routinely in times other than during
wildfire events and how offen?
San Angelo district interacts with the DPS on a routine basis.

Are there formal protocols to be followed by TxDOT personnel when comact is made
with ontside agencies both during and outside of wildfire evenis?
The DOM handles all contact with outside agencies.

What TxDOT resonrces are typically wtilized during wildfire evenis?
The San Angelo district uses the following:
« Dozers
Blades
Muotor graders
Fuel trailer
Water trailer
Sign trailers
Pickup trucks
Personnel

PCMS

Hew many TelDDOT field personnel are typically mobilized for a wildfire evemi? The
dlistricis were asked io give exact numbers if possible, bt ihey were enconraged fo
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indicate a range if they were not stre.

The San Angelo district usually has four to five personnel that run on shifts of 12
hours. The maximum number of personnel on one wildfire event was 37 for the
Wildcat Fire.

Hew mamy 1xD0OT district employees serve in vaolweer fire departmenis in their
localiiy?

San Angelo district has two in Junction, one in Sterling City, and one in Ballinger for a
total of four volunteer firefighters district wide,

Droes TelX0T release such firefighter emplovees from TelDOT duties during wildfire
events?
San Angelo allowed miscellaneous leave this vear for those who serve in VFDs.

How ofien does your disirict provide firel to agencies ontside of IxDOT thai are
invalved in the wildfire evem? How much fuel is typically provided?

San Angelo district has provided fuel at every fire they have responded to. The most
fuel given at one event was 10,000 gallons. They usually give out 500 gallons at one
event.

T aadeliviony ior faed, deves yonr district provide any other resowrees to oniside agencies
i effectively deal with the wildfire evein?
The San Angelo district also provides water.

Wha handies the cost reimbursement reguests related to wildfive evenis within your
districi?

In the San Angelo district, Adie Gomez from the DOM office aids MNT for filing of
reimbursement.

What is your suceess rate of reimbursement for expenses incurred for a wildfire
response? Indicate separately for differeni agencies that may be involved,
San Angelo has been reimbursed for ice emergencies but not for fires,

Wiat additional emplovee safetv-related responsibilities does TxDOT have that are
specific o wildfire evenis?

The San Angelo district instructs teams that they are not firefighters and should get no
closer to a fire than blading,

Are TxD2OT persommel who respond to wildfive sitiations provided with adeguare safety
garments, equipmest, and fraining?

The San Angelo would like shelters, as nothing is currently provided. Also they would
like to look into fire clothing,

What public safety-relaied responsibilities does TeDOT have that are specific fo
wildfire evenis?
San Angelo district handles road closures notifications.
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Dioes the district fave any advance preparation and readivess protocols to respond to
wildfire sitnaiions? If so, are they unigue o vour disivics?

San Angelo prepares by having the equipment on trailers and fueled by Thursday for
the weekend. They work a four-day work week.

Do yvou make advance preparations by monitoring weather, growd conditions or oifer
Jactars? Please pravide deiails of how condivions affect yowr decision for readiness
fﬂ'ﬁf}ii’r{ﬂ""ﬁ

San Angelo district does not have any formal advance preparation. They listen to
weather alerts on the news,

FProvide information about vour readiness plans inclinding coordinaiion activities,
staging areas, resowrce mobilization, efc.

The San Angelo district has staging areas established by TFS. They also have the
hurricane plan that they adapt to wildfires, Another way that the district is prepared is
that supervisors know whom to call for the teams that assist with wildfire events.

Please comment on exisiing resonrces guidance from TeDOT and other agencies such
as TDIM, TEFS, FEMA, ete. that they might have,

TeDOT Guidance jor Wildfire Response, The San Angelo district indicated that this
document was pertinent to signs, and needs to be expanded to include how to help,
how close to get, and what to do sections.

P07 Maintenance Operations Marwal, The San Angelo district responded that this
document was sketchy and brief. They also think the information needs to be in one
place.

Training courses modules. The San Angelo district thinks there should be some fire

training ICS (FEMA), and TIFMAS.

What are your suggested improvements fo IxDOT wildfire response protocols? Please
include topics swch as emplovee safeily, traiming, TxDOT command siructure, TxDOT
support services, dealing with outside agencies and dealing with the public.

San Angelo suggested the following:

Clarification on whao is POC on events. This will allow for more clear communication
and coordination during the event.
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APPENDIX A
Texas Department of Transportation

DRAFT GUIDANCE FOR WILDFIRE RESPONSE
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llmr:"r&"imr Texas Department of Transportation
GUIDANCE FOR WILDFIRE RESPONSE

Burn Ban Signs

Electronic Message Signs

Generally, the Texas Department of Transpertation (TxDOT) doas nol post bum ban messages
on elactronic message signs such 35 permansnt Oynamic Message Signs or Portable
Changeable Message Signs. However, TeDOT may post bum ban messages on electronic
message signs, under special crcumstances.

= Permanent Dynamic Message Signs (DME)

- |f there 15 an active, catastrophic wildfire affecling the area and the Disaster
District Committee (DDC) Chairperson directs TxDOT to post bum ban
messages,

of

Upon reguest by the State Operations Cenler and with the approval of TaDOT
Administration,
or

At the discralion of the Distnct Engineer with regard lo heighlened fire aclivily.

= Portable Changeabla Message Sians (PCMS).

o |f thera |s an active, calastrophic wildfire affecting the area, and the Disaster
District Committee (DDC) Chairperson directs TaDOT to post bum ban
messages,

ar

AL the discretion of the District Engineer with regard to heightened fire activity

T#DOT approval 1= required for message content, mainly to ensure that the message IS
effectively displayed based on the capabiliies of the message sign  Portable Changeable
Massage Signs (PCMS) have less character-space than parmanant Dynamic Message Signs
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({DMS), so they are less-effective at handling longer messages. For example, a message about
calling an Arson Hotline would need to be displayed on DMS rather than PCMS.

The Dynamic Message Signs and Portable Changeable Message Signs are fraffic control
devices used for managing travel, controlling and diverting traffic, and identifying current and
anticipated roadway conditions. Use of the message signs for the purpose of publicizing burn
bans is restricted, because the message signs are better suited for other purposes. If needed
and available, electronic message signs can be used to display TxDOT-approved messages
about detours, road closures, visibility problems due to smoke, or other traffic control issues, as
warranted by the emergency. This is normal TxDOT practice.

The target audience for routine burn ban messages tends to be the people living in a county that
has a county commissioner's court burn ban in effect. Those people are typically made awara
of the burn ban by newspapers and radio. Drivers passing through that county are not the main
target audience.

What if 2 County wants burn ban messages displayed?

« During a catastrophic wildfire, a local elected official who wants TxDOT to display bum
ban messages may request this through the DDC Chairperson.

« |f a county perceives a need to display burn ban signs, and electronic display is denied,
perhaps permanent, county-provided, ground-mounted signs would be an appropriate
alternative.

Permanent Ground-Mounted Signs for Burn Bans

Counties are permitted to provide and install their own burn ban signs along TxDOT-maintained
right of way, but only if those signs comply with TxDOT policy. (See table and references
below.) TxDOT approves sign-mount locations and inspects and documents installations
according to District-determined procedures. It is the County’s responsibility to coordinate with
utility companies, as applicable, when placing signs.

Burmm ban signs must be concealed or removed from view unless a burn ban is in effect
{Example: A hinged sign opened to display a burm ban advisory should be returned to its
foldedfclosed position when a burn ban is discontinued.) TxDOT suggests that burn ban signs
be white with red letters. Burn ban signs must not block other signs from view.
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_Sign material Location Type of Support Notes
Metal Adjacent to ROW line EBreakaway
Wood Adjacent to ROW line Breakaway
Paper Adjacent to ROW line or If within the clear | «» Temporary or
with location approval by zone (which permaneant
TxDOT typically means
within 30" of the + Safer sign
travel lane), must | material
be on a compliant
work zone traffic
control device
Plastic Adjacent to ROW line or If within the clear | « Tempaorary or

with location approval by
TxDOT

zone (which
typically means
within 30" of the
travel lane), must
be on a compliant
work zone traffic
control device

permanent

« Safer sign
rmaterial

FDA, Inc.
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Burn Ban signs allowed on TxDOT ROW

County Provided, Installed and Maintained

CORYELL
COUNTY
BURN BAN
IN EFFECT

s A — -

BURN
BAN IN
EFFECT

Substrate: Metal or Wood- 30" x 38"

White reflective background with red
|ettering and font

County provided, installed and maintained,
including flipping up and down

TxDOT approved breakaway support
provided, installed and maintained by
County

Bottom of sign must be mimmum 7' sbove
travel lane (unless =30 from travel lane)
Installed at location agreed upon by Distnict
Engineer

Fabricated at 3 party shop (county or
private business)

Mot aliowed as altachment 1o existing sign
post

Displayad anly during burn bans

Substrate: composite (thermoplastic
between 2 sheets of thin aluminum)-
24" ¥ 247

White reflective background with red
lettering and font

County  provided, installed and
maintainad, including flipping up and
down

May be attached on existing TxDOT
route marker or county line sign
suppart

Top of this sign must be within 3" of
the bottom of the route marksr shield
Installation must be approved by
District Engineer

Fabricated at TDCJ- (Tim Williams aof
TDCJ at 803-628-2217, Ext. 3482).

Mo substitutes permitted due to traffic
hazards

Displayed only during burn bans

FDA, Inc.
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P s Substrate: Vinyl- 48 = 48" with
grommets

EUHH Hﬂ" s Red non-reflective background with
white lettering and font

= County provided, installed and
maintained, including removal from
ROW after burn ban is lifted

s May be attached on 'T" post, and only
adjacent to ROW line

= Fabricated by any supplier

* |nstallation musl be approved by
District Engineer

# Substilutes for substrate, size, wording
and color permitted with District
Engineer's approval

= Displayed only during bum bans

IN FFFECY

TxDOT policies for permanent ground-mounted signs can be found on the TxDOT Internet Site,
accessible through the following link:  hittpfwww.dot state ix us

1. Onthe TxDOT web page, click on Business,
2. Onthe Business page, scroll down to Specifications and Plans and click on CAD Standards.
3 At the Stalewide CAD Standard Plan Files Disclaimer, click on | Accept,

4. Scroll down to the Traffic Operations Division section; click on Traffic Engineenng Standard
Plan Sheets.

5. Scroll down to the Sign Mounting Standards. Recommended printout size is 11"%17".

(The TXDOT Intranet link is:_ftp://fip. dol. state. be us/pubitxdot-
infa/emdicserve/standarditraffic/smd2 002 pdf )

Approved supports for temporary signs are in the Complianl Work Zone Traffic Control Device
List, availabla upon request. The TxDOT Intranet link is.
hittp:ficrossroadsiorg/trf TRFTEPS 2lewzted, pelf
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Fuel for Volunteer Fire Departments

Under circumstances that warrant it, TxDOT will supply Volunteer Fire Departments (VFDs) with

fuel.

When supplying VFDs with fuel, the District should track the fire name, amount of fuel

supplied, itemized by type, license plate number of the volunteer vehicle and signature.
Enclosed is a sample sheet which can be used.

Fire name

Number of gallons of gascline
Number of gallons of diesel
License number of VFD vehicle

Signature of Violunteer receiving fuel

Providing fuel to VIFDs

Must be in response to a catastrophic active fire.
Only upon request by the State Operations Center or Disaster District Committee (DDC).

Will be at the discretion of the District Engineer who will ensure fuel is being used as
intended.

TxDOT Employees Who Are Volunteer Firefighters

TxDOT employees who are volunteer firefighters may be granted miscellaneous leave to
respond to emergency fire calls as needed during normal work hours. DE/DD/OD/RD may use
discretion in granting leave for firefighting duty. Under no circumstances will employees perform
firefighting duties while on TxDOT time.

Responder Equipment Repairs

TxDOT is not tasked to repair or maintain vehicles of other agencies. Assistance for repairing
equipment's mechanical problems will need to be handled through the Texas Forest Service.
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Fireguards
General

For locations on the TxDOT right of way (ROV), TxDOT will conduct shredding, mowing,
emergency blading, or other activities to assist in prevention of wildfire spread. Personnel
safety is our number one concern, when requested to perform emergency wildfire support, if
possible request a fire response unit to be near to provide protection for the operator and
equipment. For another agency to assist with such ROW activities, a wildfire must be
approaching and the Incident Commander must have decided to use the highway as a
firebreak. Work on the right of way in unapproved areas or using unapproved methods will be
considered a violation of this effort and will be dealt with as needed to prevent unnecessary
destruction of state property.

To interrupt the spread of wildfire and assist in its containment, blading of vegetation may be
needed, to form firebreaks. The result of this process, unfortunately, has the potential to cause
erosion, pollution, and possibly a need for additional resources to re-vegetate the bladed ROW.
Operational vigilance and completion of compliancy paperwork are needed, in an effort to
preserve the environment as much as possible,

Because of the environmental impact of firebreaks, T<DOT strives to limit emergency blading to
special circumstances:

« |If there is an active, catastrophic wildfire affecting the area, and the DDC  Chairperson
directs TxDOT to clear vegetation,
or

+ Upon request by the State Operations Center
and

« with the approval of TxDOT Administration.

What if a County wants TxDOT to create a firebreak?

A local elected official requesting TxDOT to perform emergency activities, for locations either on
or off of the ROW, may request this through the DDC Chairperson.  Standard procedures for
mobilizing TxDOT equipment for assistance remain in place. Use of TxDOT equipment to clear
vegetation is at the discretion of the District Engineer, and without an immediate threat of fire
danger, it is highly unlikely that TxDOT will provide off-ROW assistance.

Paperwork Requirements for On-ROW Fireguards

Fireguards constructed within TxDOT's right-of-way for the protection of agricultural lands do
not require authorization under the Construction General Permit (CGP). Chapter 2 (State
Agricultural Peolicy) of the Agriculture Code defines agriculture as the cultivation of the soil to
produce crops, horticulture, floriculture, or viticulture, forestry or the raising of livestock or
poultry.
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When a disaster proclamation issued by the Governor suspends all rules and regulations that
may inhibit or prevent the prompt response to the threat, the CGP may be considered
suspended with regard to blading of fireguards in the counties specified in the proclamation.
Under these conditions, fireguards may be constructed as necessary to prevent or to lessen the
potential for disaster.

Fireguards constructed in counties not included in the Governor's disaster proclamation or not
constructed to protect agricultural lands, may be authorized under the CGP as described in the
streamlined Storm Water Prevention Plan (SW3P) for Fireguards. SW?3P for Fireguards can be
found as an attachment to this document and at the following link:

http://crossroads/org/env/Guidance/NRM/wrm.htm

Operational Considerations for Emergency Blading

« Safety of our personnel is our number one concern, when possible have fire
personnel near, standing by.

« Blading should be conducted at a depth of no more than 2-4 inches,

# During blading, earthen dams should be created at each outfall to create a temporary
holding basin for runoff.

» No blading will be allowed within the high water mark of creek and river crossings that
fall under US Corps of Engineers' jurisdiction. (TxDOT offices should be familiar with
these locations.)

+ After the event, materials bladed from TxDOT ROW should be redistributed at the
bladed site.

« Where TxDOT ROW vegetation was bladed, if re-vegetation does not occur within 90
days after normal rainfall patterns have resumed, TxDOT must employ additional
stabilization techniques.

Carcass Disposal

Texas Commission on Environmental Quality (TCEQ) is generally responsible for ensuring
compliance with environmental regulations in the aftermath of a wildfire. For obtaining approved
procedures for carcass disposal, contact the TxDOT District Environmental Quality Coordinator
(DEQC) who may coordinate with TCEQ and Texas Animal Health Commission. Typically,
livestock as a wildfire casualty is buried. Regulations apply, such as restrictions regarding
proximity to water sources, the amount of material allowed burial in each location, the amount of
coverage needed, and permission to work on private property.

70(1 0w

FDA, Inc.

293




Critical Incident Stress Management (CISM)

TxDOT employees should be reminded that they may use EAP as a resource,
« Employee Assistance Program (EAP) counselors can be called on by individuals or
asked to serve a group.

It is possible that teams of counselors will be available from other state and non-profit
agencies. TxDOT may request their services via the State Operations Center.

Updates on Road Conditions

TxDOT will continue to enter read closures into the Highway Cendition Reporting System
{HCRS) which the public can access online or by calling (800) 452-9292.

Media Relations

TxDOT's normal public information activities will be in place. This includes providing
appropriale representation at the TxDOT EOC and respective TxDOT District Emergency
Operations Centers (EQC's). Public Information Officers serving at the district level and/or at
the TxDOT statewide level will be available to coordinate with a Joint Information System (JIS).

A District Public Information Officer (PIQ) should:
+ Publicize burn bans issued for a county, via local media. The goal is to reduce need for
burn ban signs along roadways.

« Set up a Joint Informaticn Center (JIC) if asked to do so by the DDC Chairperson.  This
could entail finding and/or providing a location and serving as a lead PIO.
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Governor's Proclamation

Dunng an extreme fire hazard which threatens many counties in the state, the Govermnor may
issue a proclamation certifying a state of disaster for the entire state or for cerain named
counties, A governor's proclamation means all rules and requlations that may inhibit ar pravent
prompt response to the threat of fire are suspended (reference Texas Government Code
418.018)

TxDOT Web Sites

TxDOT will continue to provida information as applicable to the external TxDOT Internat Site
and to the Maintenance Infranet Site
hittp:fcrossroads/org/mntMSEmgyMgmi/index_files/Page589 hitm (on Crossroads). The
Maintenance Intranet Site offers a link to Texas Forest Senice information, (Nate: Intermet
acoaess is reguired for a user to access information via this Texas Forest Service link, )
hitpiitsforestsanice. tamu, eduwman/default.aspx
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APPENDIX B

LIST OF ACRONYMS RELATED TO WILDFIRE RESPONSE
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LIST OF ACRONYMS RELATED TO WILDFIRE RESPONSE

AAR - After Action Review

AC — Area Commander

ACA - Alternative Consultation Agreement

AD — Administratively Determined Pay Plan

AFF - Automated Flight Following

AFS — Alaska Fire Service

AMD - Aviation Management Directorate

AMR - Appropriate Management Response

AMRS - All-Hazards Meteorological Response System
APMC - Agency Provided Medical Care

APT - Administrative Payment Team

ARD — Air Resources Division

ARD - Associate Regional Director

ASAT - Aviation Safety Assistance Team

ASCADS — Automated Sorting, Conversion, and Distribution System
ASMI1 - Aerial Supervision Module

ATD - Actual Time of Departure

BAER - Burned Area Emergency Response

BAR - Burned Area Rehabilitation

BALU - Budgzet Advisory Unit

BIA — Bureau of Indian Affairs

BLM - Bureau of Land Management

BPA - Blanket Purchase Agreement / Business Purchase Agreement
BUYT - Buving Team

C# - Crew Resource Request Number

CA — Community Assistance

CAA = Clean Air Act

CAR — Communities-at-Risk

CAT - Cost Apportionment Team

CBI - Composite Burn Index

CDO - Communications Duty Officer

CE - Categorical Exclusion

CESU - Cooperative Education Studies Unit

CFFP - Cooperative Forest Fire Prevention Program
CFR - Code of Federal Regulations

CI0 — Chief Information Officer

CLMS - Claims Specialist

CMMS — Computer Maintenance Management System
CMSY - Commissary Manager

CO - Contracting Officer

COMC — Communications Coordinator
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COML - Incident Communication Unit Leader
COP - Continuation of Pay / Chief-of-Party
COR - Contracting Officer Representative
COST - Cost Unit Leader

COTR - Contracting Officer Technical Representative
CPIC - Capital Planning and Investment Control
CREP - Crew Representative

CRM - Crew Resource Management

CTR - Crew Time Report

CWN — Call-When-Needed agreements

CWPP - Community Wildfire Protection Plan

DASHO — Designated Agency Safety and Health Official
DASP - Disaster Assistance Support Program

DAWG — Data Administration Working Group

DCO - Defense Coordination Officer

DIAR - Department of the Interior Acquisition Regulation
DM — Departmental Manual

DMS - Dispatch Messaging System

DO — Director’s Order

DOD - Department of Defense

DOI = Department of the Interior

DOT — Department of Transportation

DRGS - Direct Readout Ground Station

DRM — Data Reference Model

DROT - DOMSAT Receive-only Terminal

E# - Equipment Resource Request Number

EA - Enterpnise Architecture

EA - Environmental Assessment

EERA — Emergency Equipment Rental Agreements
EFT - Electronic Funds Transfer

EFTR - Emergency Firefighter Time Report

EIS - Environmental Impact Statement

ELA — Enterprise License Agreement

EPA - Environmental Protection Agency

EQTR - Equipment Time Recorder

ES — Emergency Stabilization

ESA - Endangered Species Act

ESF — Environmental Screening Form

ESM — Environmental Statement Memorandum
ESR - Emergency Stabilization and Rehabilitation
ETA — Estimated Time of Arrival

ETD - Estimated Time of Departure

ETE - Estimated Time En route
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FAAP - NPS Fire and Aviation Applications Portal

FAR - Federal Acquisition Regulation

FAST - Wildland Fire and Aviation Safety Team

FBO - Fixed Base Operator

FEA — Federal Enterprise Architecture

FEAT - Fire Ecology Assessment Tool

FEC - Fire Executive Council

FECA - Federal Employees Compensation Act

FEIS - Fire Effects Information System

FEMO - Fire Effects Monitor

FFS - Federal Financial System

FGDC - Federal Geographic Data Committee
FIREMON — Fire Effects Monitoring and Inventory System
FISMA — Federal Information Security Management Act
FLE - Fire Line Explosives

FLSA - Fair Labor Standards Act

FMLB - Fire Management Leadership Board

FMO — Fire Management Officer

FMP — Fire Management Plan

FMPC - Fire Management Program Center

FMU = Fire Management Unit

FOG - Field Operations Guide

FONSI - Finding of No Significant Impact

FOR - Fixed Ownership Rate

FPA — Fire Program Analysis

FPU - Fire Planning Unit

FRAMES — Fire Research and Management Exchange System
FRAWS — Wildfire Support Remote Automated Weather Station
FRCC - Fire Regime and Condition Class

FS — Forest Service

FSC - Finance/Administration Section Chief

FTE - Full Time Equivalency

FTP - File Transfer Protocol

FTS = Forest Technology Systems

FUM - Fire Use Manager

FUMT - Fire Use Management Team

FWS — Fish and Wildlife Service

GACC - Geographic Area Coordination Center

GACG - Geographic Area Coordinating Group

GIS — Geographic Information System or Geospatial Information System
GMAC - Geographic Multi-Agency Coordination Group

GMP — General Management Plan

GOES - Geostationary Operational Environmental Satellite

GPO - Government Printing Office

GPRA - Government Performance Results Act
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GPS - Global Positioning System

GS — General Schedule (Pay Plan)

GSA - U5, General Services Administration
GTG - NWCG Geospatial Technology Group
GVW — Gross Vehicle Weight Rating

HFI — Healthy Forests Initiative

HMGB — Helicopter Manager Single Resource
HSPD - Homeland Security Presidential Directive
HUDC — Host Unit Dispatch Center

1&M - Inventory and Monitoring

IA = Initial Aitack

IAP — Incident Action Plan

IARR - Interagency Resource Representative

IBC - Incident Business Advisor

IC — Incident Commander

1CC - International Code Council

1CO - Incident Contracting Officer

ICP - Incident Command Post

ICS = Incident Command System

ICS 209 - Incident Status Summary

IDIQ — Indefinite Delivery, Indefinite Quantity

IDT — Interdisciplinary Team

IFP — Incident Finance Package

IFPM - Interagency Fire Program Management
1GO - Intra-Governmental Order

IHC — Interagency Hotshot Crew

IMET - Incident Meteorologist

IMSR - Incident Management Situation Report
IMT - Incident Management Team

INCINET - Incident Network

INJR — Injury Compensation Specialist

IPAC - Intra-Governmental Payment and Collection
1QCS - Incident Qualifications and Certification System
IRAWS - Incident Remote Automatic Weather Station
IRIN - Infrared Interpreter

IRM - Information Resource Management

IRPG - fncident Response Pocker Cainde (NFES 1077, PMS 461)
150 — Incident Support Organization

ISOG - Interagency SEAT Operations Guide

IT - Information Technology

ITIC — Information Technology Investment Council

JCC - Job Corp Center
JESP — loint Fire Science Program
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JFO - Joint Field Office
JHA - Job Hazard Analysis

LAL - Lightning Activity Level

LCES - Lookouts-Communications-Escape Routes-Safety Zones
LODD - Line of Duty Death

LWOP — Leave Without Pay

M# - Medical Resource Order Mumber

MAC — Multi-Agency Coordinating Group
MAFFS — Modular Airborne Fire Fighting System(s)
MCAD — Military Crew Advisior

MCR - Human-caused Risk

MIST - Minimum Impact Suppression Tactics
MMA - Maximum Manageable Area

MOA - Memorandum of Agreement

MOU - Memorandum of Understanding
MRE - Meals Ready to Eat

MTBS — Monitoring Trends in Burn Severity

NAAQS — National Ambient Air Quality Standards

NAFRI - National Advanced Fire and Resource Institute
NASF - National Association of State Foresters

NCO — National Contracting Officer

NEPA — National Environmental Policy Act

NFDRS — National Fire Danger Rating System

NFES — National Fire Equipment System

NFP — National Fire Plan

NFPA — National Fire Protection Agency

NFPET - Mational Fire Prevention Education Team
NFPORS — National Fire Plan Operations and Reporting System
NGO = Non-governmental Organization

NHPA — National Historic Preservation Act

NICC = Mational Interagency Coordination Center

NIFC - MNational Interagency Fire Center

NLIMS - MNational Interagency Incident Management System
NIMO - National Incident Management Organization Teams
NIRSC — National Incident Radio Support Cache

NISC — National Information Systems Center

NITC - National Information Technology Center

NMAC - National Multi-Agency Coordination [Group]
NMAS - National Map Accuracy Standard

NOI - Notice of Intent

NPS - National Park Service

NRCC - National Response Coordination Center

NRF — National Response Framework

T8|Pa

FDA, Inc.

=

301




NWCG - National Wildfire Coordinating Group
NWFEA — MNational Wildland Fire Enterprise Architecture

O# - Overhead Resource Request Number

OF - Optional Form

OFDA - Office of Foreign Disaster Assistance

OGC - Office of General Council (USDA)

OMB - Office of Management and Budget

QONPS - Operations of NPS funding

OPF - Official Personnel Folder

OSHA - Occupational Safety and Health Administration
OWCP — Office of Workers” Compensation Programs
OWDC - Operations and Workforce Development Commiitee
OWFC — Office of Wildland Fire Coordination

P.L. - Public Law

PAX - Passengers

PI1 - Personally Identifiable Information

PM — Particulate Matter

PMIS — Project Management Information System
PMS — Publication Management System

PMU - Program Management Unit

POC - Point of Contact

POE - Point of Entry

PPE — Personal Protective Equipment

PRAWS — A non-fire project support Remote Automated Weather Station
PROC - Procurement Unit Leader

PRM - Performance Reference Model

PSD — Prevent Significant Deterioration

PTB - Position Task Book

PTRC - Personnel Time Recorder

PWE — Primary Work Element

QASQC = Quality Assessment / Quality Control

RAMS - Risk Assessment and Mitigation Strategies
RAO - Regional Aviation Officer

RAWS — Remote Automated Weather Station

RCU - Responsibilities for Computer Use

RFD — Rural Fire Department

RMP — Resource Management Plan

ROD - Record of Decision

ROMAN — Real-time Observation Monitoring and Analysis Network
ROSS - Resource Ordering and Status System

RRCC - Regional Response Coordination Center
RSFWSU — Remote Sensing Fire Weather Support Unit
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RSS — Resource Stewardship Strategy
RX — Prescribed (fire)

S# - Supply Resource Request Number

SACS - Shared Application Computer Sysiem
SAIT = Serious Accident Investigation Team
SCC - Service-wide Comprehensive Call
SCSEP - Senior Community Service Employment Program
SEAT - Single Engine Air Tanker

SF - Standard Form

S&PF - State and Private Forestry

SHPO - State Historic Preservation Office

SIP - State Implementation Plan

SLA - Service Level Agreement

SME - Subject Matter Expert

SMIS - Safety Management Information System
SMTP - Simple Mail Transfer Protocol

S0P — Standard Operating Procedure

SPOC - Single Point of Contact

STLM — Strike Team Leader - Military

SUA — Satellite User Agreements

SWB - Statement of Work and Budget

T&E — Threatened and Endangered

TFR - Temporary Flight Restriction

THPO - Tribal Historic Preservation Office
THSP - Technical Specialist

TIME — Time Unit Leader

TMA - Truck- Mounted Attenuator

USC — United States Code

USDA - United States Department of Agriculture
USFA — United States Fire Administration
UTF = Unable to Fill

VOR - VHF Omnidirectional Range
VLAT - Very Large Airtanker

YCC - Youth Conservation Corp
YOYP - You Order You Pay

WASO — Washington Support Office

WCF — Working Capital Fund

WFEWT - Wildland Fire Education Working Team
WFIEB — Wildland Fire Investment Evaluation Board
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WFIP - Wildland Fire Implementation Plan

WFLC - Wildland Fire Leadership Council

WFMI - Wildland Fire Management Information System
WFSA - Wildland Fire Situation Analysis

WG — Wage Grade (Pay Plan)

WIMS - Weather Information Management Svstem

WL — Wage Leader

WRCC — Western Region Climate Center

WS- Wage Supervisor

WUI - Wildland Urban Interface

FDA, Inc.
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APPENDIX C

WILDFIRE LOCATION AND EMERGENCY MANAGEMENT DISTRICT MAFPS FOR
EACH DISTRICT INTERVIEWED

B2|Pajg

e

FDA, Inc. 305




Abilene
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Multi-resource Wildfire Detections for January 2001 to the 220th (Aug, Sth)
day of 2011 within the Abilene TxDOT District

Fagid
| Legend
Teuns County Boundanss
hrcrar
Loy Loy [ ey Fo B G Wikdfire Fepsis |230)
| BODIS Land Data (200} |
' S— - 1_'"'_"'_. - Honth
| e e 5 & 1 M .
# L
A g Wk D
Lyres Gearwd L] [ “‘ = B [ [ —— rch
X A T A
T s My
i il
T ! . = " N = St
{ ¥ E s o T il — iy
' R - ; August
| Y- kg | S A Majpr Cites
el - R : ; e njor
[ e i ekt e # % | Road Mebwork System
. o .- ‘Mmp - | Classification
~
_I - 1= 5 e "_"""'"I County Roads
R g b Fe swmas
o, brigrm. i 8 Cit
" P o i | Ou e Hgm;s
iy Camiaa ey . - i |
e ity | b Tayie ‘..'M Calabk a n 0
44 ' o a - .
| -~ - Lie oy |
Paras e
y Wiy
L Az = Bt B NSRRI | J
|
bl T Sasry Ek [r— | [r—— [ Dt created | L=U8-200 1
| PMNao L&TTE
Authar Beierle, MicakeJohn
Dexcription of geespatinl datn: e —
Whintker siesrmalulion |imag g v nalomscioy oI plod dain e 710 oo colloctod 100 4i0a30] | b 0648 5130 ﬁﬁ‘p‘""""“!-’*“"“'
1 gt ] W A s i i 1 PP | P b o ol bl et T o) 5 i m:ﬁm. |

T T i vl [hats svdiwied i TRE1%

B Page

Multi-resource Wildfire Detections from January Ist 2001 - Apgust 8th 2001 ,
Abilene TxDOT District, Regional Liaison Officer Areas
| Lezrnd
Lusbock Ty Dichiana Hirg Kosa Bagtee SRS mma:l_ﬁ m:;:wh
Manah
| i Januany
February
March
Aprd
Ly
Junn
Juby
© g
A Mg Citien
Tawis County Boumdansd |
Rogisnal Lisicn Cfficer Aras

Wl 48 Mefland, Dudbey Speed
B 5 Adeiane, [eacan]

@ L 7}
LT ]
Simucnck St Colla a—— CoRa [ — Phere cresed. 1E<08-2001
Ra, G Tis
Austfie Hawale, Micab-Joln
Description af gruspatksl data: sepap s ——
Bl ks da s nagmg et alamantay (W S pcad s ] J0 Sine orliaadod 1) 4 Ak %‘ ﬂ.l'hnlm.lu
Limspalisl Ml & priey iLssnsien Lrsig s FERIAL | B idela nioe ool Bees Teeas ) ki i Ll |

ks Wik slas Wiy prreran] iy St Dl aslnated G THED

B3 |Page

FDA, Inc. 307




Multi-resource Wildfire Detections from Janvary 15t 2001 - August Sth 20011
Abilene TxDOT District, Texas Disaster Districts
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Amarillo

Multi-resonree Wildfire Detections for January 1st 2001 to the 209th (Jul, 28th)
day of 20011 within the Amarillo TxDOT District
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Multi-resource Wildfire Detections for January 15t 2001 to the 20%th (Jul, 28th) day of 2011
within the Amarillo TxDOT District, Texas Disaster Districts

Liegend

Tewss Coumy Boundarics
1 GooMAC Wildfre Roports (209
SOTHS. Land Daa (209

Musidy

January

February

March

Al

May

bori

Ky
& Major Citses

TR
W Aenll,
Capi. Rickan Dicggeiman

L) Ecl Ll
3 Mvisy

Pae gecaiedd: 280720010
PNa: =h71s
At Bewrle, Micah-Fodan

| o=
f i : A
Deseriprion of geospatial data: 4 b o S
Mundgrali-reeon |maping Speiberaimseies (OIS land dess (el 71 e colipoed $10F2000 b 20700 Hamsiarirn Wl ligrmenl
Firwapanal Sluln- hgrmw L osnrmmiien Ciroapd G0 DR (i deia eare oo e ine Do Bpdl-A0 G oaleie el T bt Lic—tata
Rood Way sbals w e gooeiatod ming Stealiies Vs collectod (i TYRIS

90| A
Multi-resource Wildfire Detections for January 1st 2011 to the 209th (Jul, 28th) day of 2011
within the Amarillo TxDOT District, Texas Forest Service Regional Fire Coordinators
Legend
Texas County Boundanes
] Geolas Wikdice Reparts (205}
BIODIS Land Data [(209)
slangh
Jarvaany
Februnry
Waieh
Al
L
' b
Juby
A Mage Cines
Amarilla
TRFC_Regio
BN Canyon, Troy Ducheneaus
B Chioeess, [Vacant]
] E.] w0
— ) W
|
Dhsc cremind IROTHO0|
= = P = - o Pha D-4T35
- sy Aithor Breicrie, Mical-John
| Inscription of grospatial data; e
Mlischerate-rradiivn Tmvaging Sprommbimmeer (MUY lord O (Pl TLL dere arliciad UF0EINED s JR0T306I § | R o el
-.f.........ﬂrm- Age e Ol |1|II|-I1'H|I|| 1 AR i st wme iviliogioad vy s Hipeii] <A S st Jere S
Food Wy duts &rre genctvind ming Statbley Des oolloted (e TRRIS
Blilragc

FDA, Inc. 310




Beaumont
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Multi-resource Major Wildfire Detections for January 2011 to the 220th
(Aug, 8th) day of 2011 within the Beaumont TxDOT District
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Multi-resource Major Wildfire Detections for January 2011 to the 214th
(Auvg, 2nd) day of 2011 within the Beaumont TxDOT Districts

three Regional Liaison Officer Areas
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Texas Disaster Districts
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Multi-resource Major Wildfire Detections for January 2011 to the 220th
(Aug, 8th) day of 2011 within the Beaumont TxDOT Districts
Texas Forest Service Regional Fire Coordinators
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Childress

Multi-resouree Wildfire Detections for January Ist 2001 to the 200th (Jul, 19th)
day of 2001 within the Childress TxDOT District
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Multi-resource Wildfire Detections for January 1st 2011 to the 200th (Jul, 19th) day of 2011
within the Childress TxDOT District, Regional Distinct Coordinator
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Multi-resource Wildfire Detections for January Ist 2011 to the 200th (Jul, 19th) day of 2011

within the Childress TxDOT District, Texas Disaster Districts
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Multi-resource Wilidfire Detections for January 15t 2011 to the 200th (Jul. 19th) day of 2011 |
within the Childress TxDOT District, Texas Forest Service Regional Fire Coordinators
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Multi-resource Wildfire Detections for January 2011 to the 214th (Aug, 2nd) day of 2011
within the Fort Worth TxDOT District
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Multi-resource Wildfire Detections for January 2011 to the 214th (Aug. 2nd) day of 2011
within the Fort Worth TxDOT Districts - Regional Liaison Officer Areas
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Multi-resource Wildfire Detections for January 2011 to the 214th {Aug, 2nd) day of 2011
within the Fort Worth TxDOT Districts - Texas Disaster Districts

(= Artigpm et =

Feprmil
] Gesltac Frss
WOCHE Land Data (114}
T Wenth
T
1 =
e
A
Hay
A
Ay
Bugat
Lame Teram Comrrty Dimndanien
Tenas Disaster Disiricts.
Suation, DOC Chise
W et Cat By Rgger

ichas Fale L2 Aden Tecup

o W X
—) 'Ltr

sl Do cigaind: (3-08- 20§
BMa 0-5TES
Auibos Fewabe, AlsakeJulm

Prescription of geospatial itata;
& St mlemnd AT ik 4] 130 |
i

Wbk s bt limagm,
w L et m 6 LAY L

Wivsd W datn mze procesad nei S L Dl crdieciod s (33005

06| 7

Multi-resource Wildfire Detections for January 2000 to the 214th (Aug, 2nd) day of 2011
within the Fort Worth TxDOT Districts - Texas Forest Service Regional Fire Coordinators
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Lubbock
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Multi-resource Wildfire Detections for January 1st 2000 to the 209th (Jul, 28th)
day of 2011 within the Lubbock TxDOT District
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Multi-resource Wildfire Detections for January 1st 2011 to the 200th (Jul, 19th) day of 2011
within the Lubbock TxDOT District, Regional Distinct Coordinator
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Multi-resource Wildfire Detections for January Ist 20010 to the 200th (Jul, 19th) day of 2001
within the Lubbock TxDOT District, Texas Disaster Districts
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Multi-resource Wildfire Detections for Janvary 1st 2001 to the 200eh (Jul, 19th) day of 2011
within the Lubbock TxDOT District, Texas Forest Service Regional Fire Coordinators

| E===x

Description of geospaiial data:

==

ZhL wete collioviad 1)

=z

ol tul B, Toowns 11

Laond
Yisias Counly Bosrvims
L O cevtaac widise Pesoms G
B3 = g Land Das (2000
[T

Jaary
Fbrary
el

=3 Al

= sy
A
ey

o Dt

TRFG

Tamyon Tray Dechensaus
Chacgirens. [Wacerd]

Font Hegkinn [ Qe
Lissbock Jadn Masgases

=

o = L

.i

ate createsl | HFE2011
P =hTES
Nt Meserle, SRohe bk

t

e
Twmrien M s e
g il e

Odessa

FDA, Inc.

nz|e

323




Multi-resource Wildfire Detections for January 20011 to the 220th {Aug, Sth)

day of 2001 within the Odessa TxDOT District
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Multi-resource Wildfire Detections from Janvary Ist 2001 - A
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Odessa TxDOT District, Regional District Coordinator
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Multi-resource Wildfire Detections from January 1st 2001 - August Sth 2001
Odlessa TxDOT District, Texas Disaster Districts
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Multi-resource Wildfire Detections for January 15t 2001 - Augnst Eth 2011
Odessa TxDOT District, Texas Forest Service Regional Fire Coordinators
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San Angelo

Multi-resource Wildfire Detections for January 2011 to the 220th { Aug. 8th)
day of 2011 within the San Angelo TxDOT District Major Cities
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Multi-resource Wildfire Detections from Janvary 15t 2001 - August 8th 2001
San Angelo TxDOT District, Regional Ligison Officer Areas
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Multi-resource Wildfire Detections from Janvary 15t 2000 - August 8th 2001
San Angelo TxDOT District, Texas Disaster Districts
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Multi-resource Wildfire Detections for January Ist 20011 - August 8th 2011 |
San Angelo TxDOT District, Texas Forest Service Regional Fire Coordinators
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Multi-resource Wildfire Detections for January 2001 to the 230ih { Aug, 18th)
day of 20011 within the El Paso Tx[XOT District
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Multi-resource Wildfire Detections from January 1st 2001 - August 18th 2001
El Paso TxDOT District, Regional District Coordinator
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Multi-resource Wildfire Detections from Janoary Ist 2001 - August 18th 2011
El Paso TxDOT District, Texas Disaster Districts
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Multi-resource Wildfire Detections for January 150 2000 - August 18th 2001
El Paso TaDOT District, Texas Forest Service Regional Fire Coordinators
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Multi-resource Wikdfire Detections for Junuay 20011 to the 332nd (Nov, 28th)
day of 2001 within the Austin TxDOT District
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Multi-resource Wildfire Detections from January 1st 2011 - November 28th 2011
Austin TsDOT District, Regional District Coordinator
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Multi-resource Wildfire Detections from January st 2001 - November 25th 2001
Austin TxDOT Distvict, Texas Disaster Districts
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Multi-resource Wildfive Detections from January Lst 2011 - November 28th 2011
Austin TyDOT Disirict, Texas Regional Fire Coordinators
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APPENDIX D

Interview Questionnaire
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0-6735: Best Practices for TxDOT on Handling Wildfires

Interview Questionnaire

1. Advance preparation, readiness and training

a.

b.

Do you have any advance preparation and readiness protocols to respond to wildfire
situations? If so, are they unique to your district”?

Do you make advance preparations by monitoring weather, ground conditions or other
factors? Please provide details of how conditions affect yvour decision for readiness
preparation.

Please provide information about your readiness plan including coordination activities,
staging areas, resource mobilization, etc.

Do you have training programs already in place or being planned for your District
personnel regarding wildfire response? If so, please provide details of such activities or
efforts.

2, Notification/Request for services to a TxDOT District for a wildfire event

i.

fas o

What agency/office issues the official notification of a wildfire event” What is the
form(s) of this notification?

Who within the District receives the official notification?

What services from TxDOT are requested as part of this notification?

How many such requests are made to your district in a typical year?

How is the District notified of a Governor’s Proclamation or Federal Disaster
Declaration?

3. Communication related to a wildfire event within TxDOT

a.
b.

a o

" ™Mo

What is the chain of command for wildfire-related action within vour district?

What offices within TxDOT but outside of the District chain of command in (a) above
are involved in the wildfire event?

How are resource utilization requests and approvals accomplished within a District?
What forms do you submit for reporting and reimbursement requests? (Please provide a
copy)

What mechanisms are currently used to ensure adequate data collection?

Do you use any internal forms to collect such data within the District?

If a wildfire event includes more than one District, how do you handle coordination
efforts between Districts?

What are TxDOT s responsibilities in notifying the general public regarding wildfire
events? Who is involved in preparing and delivering such notifications?

Do you conduct advance briefings for the District response team before they leave for
wildfire-related activities? How are such meetings conducted and what information is
conveyed to participants?

Once the fires have been extinguished, do you conduct a formal de-briefing session(s)
to discuss lessons learned and to ensure that all action necessary for cost reimbursement
is completed?

134

FDA, Inc. 335




4. Communication with outside agencies

a. Once notified of a wildfire, what responsibilities does TxDOT have to notify others?

b. What agencies does TxDOT interact with relating to the wildfire event? Please provide
information on such interactions.

¢. What outside agencies does TxDOT interact with routinely in times other than during
wildfire events and how often?

d. Are there formal protocols to be followed by TxDOT personnel when contact is made
with outside agencies both during and outside of wildfire events?

5. TxDOT Responsibilities to ensure employee and public safety
a. What additional employee safety-related responsibilities does TxDOT have that are
specific to wildfire events?
b. What additional public safety-related responsibilities does TxDOT have that are
specific to wildfire events?

6. Resource utilization by TxDOT during wildfire events

a. What TxDOT resources are typically utilized during wildfire events?

b. What agencies use the resources indicated in (a) above?

¢. How many TxDOT field personnel are typically mobilized for a wildfire event? (You
may indicate a range here.)

d. How many TxDOT District employees serve in volunieer fire departments in their
locality?

e Does TxDOT release such firefighter employees from TxDOT duties during wildfire
events?

. What is vour success rate of reimbursement for expenses incurred for a wildfire
response”? Indicate separately for different agencies that may be involved.

g How often does your District provide fuel to agencies outside of TxDOT that are
involved in the wildfire event? How much fuel is typically provided?

h. In addition to fuel, does vour District provide any other resources to outside agencies to
effectively deal with the wildfire event?

i. Who handles the cost reimbursement requests related to wildfire events within your
District?

j.  Are TxDOT personnel who respond to wildfire situations provided with adequate safety
garments, equipment and training?

7. Information from recent wildfires (Be sure to take a list of fires to the district/agency
interview)
a. Mame of fire
Code/Key of the fire in the State wildfire information database
Extent of the wildfire and its duration
Cause(s) of wildfire (if known)
What work was performed by TxDOT during the wildfire event and immediately
thereafter?
' What resources were utilized by TxDOT in responding to this wildfire event?
g What other outside agencies responded to the wildfire event? What were their duties?
h. What resources were expended by other outside agencies to help fight the wildfire?

o oo o
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What was the total cost incurred by TxDOT for this wildfire event?

What is the success rate of cost reimbursement for each reimbursing agency
Challenges faced by TxDOT and its employees during the wildfire event
Lessons learned by TxDOT and its employees during the wildfire event

. Suggesied improvements to TxDOT wildfire response protocols in areas including

employee safety, training, TxDOT command structure, TxDOT support services,
dealing with outside agencies and dealing with the public.

8. In your opinion, how effective was the training and/or guidance documentation in
effectively responding to wildfire situations?

9. Comments on existing resources/guidance from TxDOT and other agencies such as
TDEM, TFS, FEMA, etc.

i.

b.
¢
d

TxDOT Guidance for Wildfire Response
TxDOT Maintenance Operations Manual
Training courses/modules

Other (please specify)
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Texas Administrative Code

TITLE 37

PUBLIC SAFETY AND CORRECTIONS

PART 1 TEXAS DEPARTMENT OF PUBLIC SAFETY
CHAPTER T DIVISION OF EMERGENCY MANAGEMENT

Subchapter At EMERGENCY MANAGEMENT PROGRAM REQUIREMENTS
Rulc & | Rule Tk Adopicd Amended Rule Diescriplion
ER] Emergency Management a1 1976 [FIFEITF] Ench cousty and meorparated city in Texas shall mainiain an emenpency maygemen
Crrganication Requined 1 220020007 agency or padicipale in o kel or imer-jurisdictionl emengency BCIRT BECNCY .
72 Respansibalitics of the Chicl | 0101/197%6 1220982 | The wavorof cach nminicipal corparation and the county judge of cach coanty arc
Elecied Oificial 0340 | designated as the cmergency management director for thear nespective junsdictions.
122070007 | The mayvor and county judge may cach designase an cmergency management
conrdinstor who shall serve a5 an assistant w the presiding officer of the poliical
subdivision for cnerpency manmagement purposes when so designated
73 Nolilcaion Reguined DAL 1976 | 22L 1982 The preskding officer of each polilical subdivisson of the staie shall notily the
W34 | Governor's Divisson of Energency Management of the manner im whach the political
12202007 | subdivision ks providing or secuning an emengency mammgenent progmm and the

persan designated 1o head that program. Motification should be mode using form DEM-
147 (Emergency Management DircctorCoordinalor Appoiniment), which is svailable
from the division's web saie® and from iis Regioml Linison Oificers stationed nsound

the Sume,

* ip:ffwowew todps. state. ous’demvipages/imdesyhiom

Subchapter B: EMERGENCY M

ANAGEMENT PLANNING AND PREPLANNING REQUIREMENTS

138

Rule # Rule Tuke Addopicd A Rule Descriplion
kR Stane Plan Roguired [T 12221982 | The Diviston of Emergency Management of the Tesas Depanment of Public Safery
122072007 | shadl prepare and nsdnmdn o siaee enengency management plan. This plan i on fle
the division's office, 5805 Monh Lamar, Awstin, Texas, and with each member apency
of the Emerpency Management Council. A copy of the plan is pasted on (he division's
wih site®.
ERF] Lacal Planning Required [OLTHEES [FFFI I Each local and integunisdictional emergency management agency shall prepare, keep
i IR2003 | cument. and distrbute o approphate officials a kcal or intefurisdictional emergency
1 220007 mwmeapement plan tha includes the minimum conien specified by ihe Division of
Emerpency Managemenl in i1s bocal cmergency planning standands and las been
sygmed by 1he presiding offscens) of the jurisdiction(s) for whech it was prepased. Local
and inserjurisdicthorl plans skall be revicned anmaally and mmst ke boen prepaned of
updated dunng the Last fve (5) years i be considened current. A copy of cach plam and
any changes 1o it will be preyided o the Division
ENE] Eligibalaty for Federml CLRLI9%G | 122N | (a) The Divison of Emergency Management adminisiers conain fedeml assistance
Incentive Progmms. LU BN L) progrms authorieed under the Robent T, Stallord Disaster Beliel and Emergency
Described W RS20 Assistance Act ns amended. and ciber sianies. To paricipate in ihese programs, a city
122070007 | o county must mect. a5 a minimm, the fllowing bassc eligibilite rogunememns:

(1) Have 3 local emergency marnagemenl agency begally established by city ondinance
OF CONMMISSHeT's coun ander of panicpate inan imcgurisdictional emergency apency
establshed by joint resolution of the panicipating local govemment.

12} Hanve a local or imtequnsdictioml emergency management plan thal mecls st
planning standands for mini onlend and is current.
(3} Have Formally adopted and be mmpl 1 1he Mati
Syssom (NIMS) as 18 incident management sy siem.

{4) Subimil an aceeptable project marmative or work plan and budget for cligible
ativilics

b Mamy grnis bonve mone specific cligibility requinements and additioml emms amnd
conditipns,

I Incident Marng

* hepifwoww todps. state. b us/demypagesindeshim
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Subchay

pier C: EMERGENCY MANAGEMENT OPERATIONS

Rulc & | Rube Tik: Adeopied Amended Rule Description
7.21 Drechartion of o Siale of [TETHEF | 2 X182 The peesiding officer of o politial subdivision may declare o kool Siate of Dissier il a
Drisaster nnd Effects ol n 1272002007 | disaster has ocourred or is imminent, A disister declamiion activaies the respomse
Dheclamtion peovisions of the local emergency plan, if that has not been previoushy accomplished.
and algo activates recovery provisions of the plan, Such i declaration can be swsinined
for n maxinmm of seven davs, unless extended by the geverning body of ihe political
subdivision.
722 State of Dusaster Publicioed | OLULI9T6 | 12221982 | A bocal declaration of disaster nast be given geeeral publicity and shall be prompily
Mibed winth ke caly &ecrdary or county Slerk,
.13 Lol Govemament’s 127200207 In responding o cmerpencics and disasiers, a bocal govemnmeni i expociod o use ns
Responsibality own pesources and the resources availabbe jo it theough mutal abd agreemems befone
requesting assisiance from the stake. Mumscipalities nst request assistance feoa U
counly befor assastanos [rom the stwe.
7.4 Requesting State Assistance | 0L/ 1221982 IF local and narhaal pid resources prove inadequate for coping with o disasier, the kocal
| 22007 governmen mey recquest assisinnce oo the siate by contacting the local Dasister
District Commitice Chairperson, wheo is the conmanding officer of the Texas Highmay
Patrol distnict or sub-disinct in which the junisdiction is located.
1.25 Request from Chiel Eleced OIANLS 19T 1221982 Requests for assistance must be nxade by (ke chiel elected officaal of ke caly of county
Odlicaal Roguired O3 1M1 | or by amother alTickl specifically alomaed by theim
726 Local Government Control [OETHTEN [FIEEITTF] Al local disasicr operations will be direcied by officials of bocal govemmeni,
Allinmed 1202070007 | Owganized siate and fedeml response ieams and ieams from other local governments
and response organiztions providing nemmes aid will normally work under their
existing supervisors. who will take their mission assignments from the local inciden
cominander.
7.27 Profective Adctian [TET TR | 2 X182 The decision 1o recommend that 1he public ke shelier, evacuale, or relocie nesis
Recommendntions for ihe WIS [ solely with the Governor and with the ofTicials of locnl government. The chief elecied
Fublsz 06 IR2003 | official of a local government has tke begal saihority 10 order the evacunison of arcas
127200007 [ wighian the goversment’s jurisdiction that are at risk from or have been impacted by a
disaster

er D: RECOVERY AND REHAHILI
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APPENDIX H
Wisconsin — Adverse Weather Procedures

Adverse Weather Communication and Coordination Procedure, Emergency Transportation Operations Program, Wisconsin
Department of Transportation, Oct. 8, 2012.

Wisconsin Deparlment of Transporlation
Emergency Transportation Operations (ETO) Program

Adverse Weather Communication
and Coordination Procedure

Octobear 8. 2012 - Final Dralt
December 12, 2012 = Final Drall (pg. 15, lirst paragraph)
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GLOSSARY OF TERMS

AAR | After-Action Review

AWCCP | Adverse Weather Communication and Coordination Procedure

EHM | Bureau of Highway Maintenance

BTO | Bureau of Traffic Operations

DMS | Dynamic Message Signs

DsP | Division of State Patrol

DTSD [ Division of Transportation System Development

ECC [ Emergency Operations Center

ETO | Emergency Transportation Operations

HAR | Highway Advisory Radio

IC3 | Incident Command System

iNWS | interactive Mational Weather Service

NWS | Mational Weather Service

OPA [ Office of Public Affairs

PCMS | Portable Changeable Message Signs

RCM | Regional Communications Manager

RDO | Regional Duty Officer

RIMC | Regional Incident Management Coordinator

SINP | Statewide Incident Notification Process

SINS | Statewide Incident Notification System

STOGC [ Statewide Traffic Operations Center

SWEBDO [ Statewide Bureaus Duty Officer

WEM | Wisconsin Emergency Management

WisDOT | Wisconsin Department of Transporation

WisHELPer | WisDOT Highway Emergency Liaison Personnel
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1| INTRODUCTION

1.1 Background

The State of Wisconsin maintains the state-jurisdiction highway system through maintenance
agreements with each of the 72 counties within its borders. This contractual arrangement has
been in effect for many decades and has provided drivers with reliable, safe and passable roads
in nearly all conditions, especially since the adoption of a "clear roads” winter maintenance
policy in the late 1950s.

In 2007, winter storms in Pennsylvania and lowa created significant response challenges for
their state transportation agencies along portions of the Interstate highway systems. These
challenges highlighted shortcomings in adverse weather response planning and operations
coordination. In February 2008, a strong winter storm severely impacted a large portion of
Wisconsin, also creating significant response challenges to portions of the Interstate highway
system in Dane and Rock Counties. These winter weather incidents prompted the Wisconsin
Department of Transportation (WisDOT) to implement effective communication and coordination
proceduras with the State’s 72 counties to address severe weather events as part of WisDOT's
Emergency Transportation Operations (ETQ) program.

1.2 Purpose

This Adverse Weather Communication and Coordination Procedure (AWCCP) provides a
linkage for adverse weather event notifications, resource requests, and potential Interstate
travel restriction or clasure notifications. This link is among the 72 counties, WisDOT's Division
of Transportation System Development {DTSD) through the Statewide Traffic Operations Center
{STOC) and the five WisDOT Regions, and the Division of State Patrol (DSP).

The AWCCP is for WisDOT and the other agencies responsible for roadway maintenance to
maximize the State of Wisconsin's response capabilities to potential adverse weather conditions
that may severely impact the Interstate highway system.

The AWCCP ensures that WisDOT is communicating internally as well as externally by keeping
in contact with counties during a major weather event, with the goal of preventing a failure in
Interstate highway operations.

The AWCCP supplements the existing ETO plan and other emergency response plans andfor
standard operating procedures of WisDOT and various county and state agencies. The AWCCP
is intended to allow WisDOT to meet the following objectives:

+ Ensure accurate, consistent and timely communication between WisDOT, county
highway departments, law enforcement and other concemed agencies.
*  Provide a uniform communication and coordination procedure for:
- Motification of an impending adverse weather avent
- County request for assistance
- Potential Interstate restriction or closure
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2 | NOTIFICATION PROCESS SUMMARY

The following situations will initiate action by WisDOT upon netification. Detailed flow charts and
checklists for each of these situations are provided further in this document.

The WisDOT initial point of contact for these notifications is the Statewide Traffic Operations Center
{STOC) and/or the regional WisDOT Area Maintenance Coordinator, depending upon the situation.

Notification of an Impending Adverse Weather Condition

When a Mational Weather Service (MWS) "Warning' or ‘Advisory' is issued, a teletype will
be issued by the MNational Weather Service via the Department of Justice system and an e-
mail message will be sent to the STOC from WisDOT's weather subscriber (Meridian). The
STOC will notify the appropriate Regional Incident Management Coordinator (RIMC) of the
weather warning or advisory via e-mail. The STOC will document the notification and retain
the information. The STOC will not make notifications in instances of NWS weather
‘Watches'.

County Reguest for Assistance

Accounts for situations in which a county highway department indicates that additional
resources are needed to maintain the Interstate during an adverse weather event, For
example:

«  Snowplow driver on-duty hours being exhausted and plowing operations may
need to halt.

Supply of road treatment material is running low.

Maintenance issues have exhausted snowplow reserves (e.g. plow truck
breakdowns).

lce has created a situation worse than county resources can handle.

Flooding situation requires additional sandbags, signage and traffic control
equipment.

Potential Interstate Restriction or Closure

Occurs when the county highway department(s), in collaboration with the WisDOT regional
office(s) and area law enforcement agencies, determines that conditions on the Interstate
necessitate restricted travel or closure.
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3 | WEATHER DEFINITIONS

For the purpose of this AWCCP, the standards adopted by the Mational Oceanic and Atmospheric
Administration (NOAANNational Weather Service (NWS) will be used to determine when the STOC
is nofified of potential threatening weather situations.

There are two NOAANWS forewaming categories that will be used in this plan: ‘Waming' and
‘Advisory'. A ‘Warning' or "Advisory’ is used when a hazardous weather event is imminent, or is
already occurting. The forecaster confidence is generally greater than 80%. A ‘Warmning' is used for
conditions that pose a threat to life and property. An Advisory’ is used for less serious conditions that
cause significant inconvenience and, if proper precautions are nol taken, could pose a threat to life

and property.

NOAAMNWS weather Walches' will not activate any notifications as part of this guideline due to the
extended duration of watches and the likelihood of changing conditions.

3.1 Select Weather "Warning’ Definitions

The MWS definitions of ‘Warnings’ for select adverse weather events thal have the potential to
impact the Interstate system are as follows:

Blizzard Warning - Sustained winds or frequent gusts above 35 mph causing falling
and/or blowing snow to reduce visibilities below V4 mile for 3 hours or longer.

Excessive Heat Warning — High temperatures greater than 105°F during the day and high
temperatures greater than 75 °F at night for a 48-hour period.

Flash Flood Warning — Within & hours of the causative event:

+ Flash flooding is reported; and/or
A dam or levee failure is imminent or occurring; and/or
A sudden failure of a naturally-caused stream obstruction is imminent or
oceurring: and’or

+ Precipitation capable of causing flash flooding is indicated by radar, rain gauges
and/or satellite; and/or

+ Precipitation is indicated by radar, rain gauges, satellite and/or other guidance is
capable of causing debris flows; and/or
Local monitoring and prediction tools indicate flash flooding is likely; and/or
A hydrolegic model indicates flash flooding for locations on small streams.

Flood Warning - Flooding that produces a life/property threat within 6-12 hours of a
causative event,

High Wind Warning - Sustained winds of at least 40 mph for 1 hour or longer, or wind
gusts of at least 58 mph of any duration are expected.

Ice Storm Warning — Heavy ice accumulations of % inch or greater within 12 hours due to
freezing rain.

Lake Effect Snow Warning — Heavy lake effect snow accumulations of generally more
than € inches in 12 hours or 8 inches in 24 hours.
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Red Flag Warning — Red Flag Warnings are issued anylime there is an ongoing wildfire, or
critical weather conditions will occur within the next 24 hours. These conditions are:

+ Sustained winds averaging 15 mph or greater,

+ Relative humidity 25 percent or less, andfor

+ Temperature 75°F or greater.

Severe Thunderstorm Warning — A thunderstorm producing 1 inch or larger hail and/or
wind gusts of at least 58 mph.

Tornado Warning - A tornado has been sighted by a trained observer or is highly likely to
occur based on Doppler radar signatures.

Tornado Emergency — Added to tornado warning in exceedingly rare situations, when a
severe threat 1o human life and catastrophic damage from a tornado is imminent or
ongoing.

Wind Chill Warning — Wind chill temperatures of -35°F or colder with winds at least 4 mph
for 3 hours or more.

Winter Storm Warning — Cne or more of the following weather events occurring within12
hours {unless otherwise stated):

More than & inches of snow (or 8 inches within 24 hours).

Freezing rain (less than 4 inch and while accompanied by another event).

Sleet accumulations of 2 inches or more.

Intermittent blowing snow reducing visibilities to less than ' mile and winds 25-
34 mph, or closed roads.

+ NWS forecaster discretion, e.g., up to 6 inches of snow with sustained winds
gusts of 25-34 mph.

LI

3.2 Select Weather ‘Advisory’ Definitions

The MWS definitions of Wamings' for select adverse weather events that have the potential to
impact the Interstate system are as follows:

Dense Fog Advisory — Widespread or localized fog reducing visibilities to 4 mile or less.

Dense Smoke Advisory - Widespread or localized smaoke reducing visibilities from 4 mile
to 1 mile or less for 3 hours or more.

Freezing Fog Advisory = Fog freezing deposits on cold objects resulting in an adverse
impact on transportation.

Freezing Rain Advisory - lce accumulations less than Y4 inch within 12 hours due to
freezing rain.

Heat Advisory — High temperature greater than 100°F during the day or high temperature
between 95° 99°F for 4 consecutive days or more.
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Lake Effect Snow Advisory - Lake effect snow accumulations between 3 - 6 inches
within 12 hours.

Sleet - lce accumulation causes driving or walking problems, but no damage Lo trees or
power linas,

Wind Advisory - Sustained winds 30 mph or more for 1 hour or more, or any gust 45 to 57
mph.

Wind Chill Advisory — Wind chill temperatures -20°F to -34°F with winds at least 4 mph for
3 hours or more.

Winter Weather Advisory — One or more of the following weather events in 12 hours or
less:

Three to 6 inches of snow

Freezing rain (less than % inch and while accompanied by another event)

Sleet accumulations of less than 2 inches

Intermittent blowing snow reducing visibilities to less than 2 mile and winds less
than 25 mph

- & @ @
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4 | HIGHWAY TERMS AND DEFINITIONS

The terms and definilions that follow were developed in response 1o afler-achion reviews
conducted following weather events during the 2010-2011 winter season. The reviews
congistently idenlified gaps in the commaon understanding ol winler wealher raadway lerms and
the associated highway conditions. The use of these terms and definitions ara highly
encouraged by the internal stakehaolders of the State highway system,

4.1 Winter Weather Roadway Descriptions

18-Hour Coverage — When congitions warrant, coverage should be provided up to 18
hours per day during the storm. The 0ap in coverage is necessary to provide for operator
recavery ime The operalor recovery timea should typically be between the hours of 10:00
PM and 4:00 AN, but will vary with specific storm conditions, Some minimal ability to
respond 1o emeargencies should be provided during the hours that full covarage is not
provided. Typically, a plow operator's bme hould nal exceed a continuous 13-haur =hill,
i Beference; WisDOT HMM 08-05-01 Winter Highway Classifications)

24-Hour Coverage — The County has a presence on the highway for 24 hours per day
during a winter storm aven| unless passable roadway conditions have bean achieved. This
wiould only happen during winter starm events of long duration and when conditions
warrant. When this does cceur it may mean further reducing the coverage on routes in the
“all other” classification to assure available manpower, or extending the winter operation
section lengths on the migh volume routes. However, continuous coverage does not mean
that the county runs three shifls or thal there are patral trucks on the highway 24 hours per
day throughout the winter irespective of the weather conditions. ( Referance. WisDOT
HMM 05-05-01 Winler Highway Classifications)

A map depicling the "high volume” and “all oiher state trunk highways™ classilication can
also be found an the WisDOT websita at:
hilgwww. dolwisconsinaoviiravel/road/ docs/winlerclassmap. pal

Advisory and/or Road Condition Repart = An announcement (either writtan or oral) or &
roadway condition from a persan with the approved authority. These advisories ar condition
reports are nomally issued by the STOC, DSP or County Highway Depariment,

Bare/Wer Pavement — A winter pavemeant condition essenlially free of all ice and snow
from shoulder to shoulder. The paved Iraveled way can be eithar naturally wel or
chemically wet,

Black lce — A thin coating of glazed ioe on a surface. While nat truly black, it is virtually
transparent, allowing black asphall roadways to be seen through il, hence the term “black
ice". The typically low levels of noticeabla ice pellets, snow, or slest surrounding black ice
maans Lhal areas of lhe ics are oflen praclically invisible to drivers and thareby do nol
sarve as a good indicator that drivers should reduce their spesds,

Closure - The active closure af a highway using traffic control devices or other apgroved
meaans 1o both restricl vehicles from enlering 1he highway and direcling malonsts off the
roadway.
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Declaration — A formal written announcement ol a roadway condilion fram a parson wilh
Ihe approved authorty. This lerm may be used in conjunction wilh a readway resinction or
closure.

Passable Roadway — A roadway surface that is frae from drifis, snow ridges, and as much
ice and snow pack as is practical and that can be traveled safely al reasonable and prudent
speeds. A passable roadway should not be confuzed with "dry pavement” or “bare
pavement”, which is essentially free of all ice, snow. and any tree maisture from shoulder 1o
shouldar. This "dry/bare pavernant” condition might nol exist until the weather condilions
improve to the point whara this pavemean| condition can ba provided. (See; HMM 06-15-01
Fassable Roadway — During & Winter Storm)

Pull the Plows = When a Coupty Highway Department determines that snowplows can no
longer plow the Inlerstale. This can be due 1o safély or resource 1ssues,

Reasonable Speed - |s considered a speed at which a vehicle can travel without losing
traction,. During and immediately after a winter storm avant, a reasonable speed will most
likely be lowar than tha postad spead limit, Motorsis can expect some inconveniance and
will be expected 1o modify their driving practices o suil road conditions. | Reference;
WisDOT HMM 08-15-01 Passable Aoadway — During a Wirter Storm)

Restriction — A proactive measure Lo reslricl aceess to a segment of the highway by
closing select on-ramps. The mainline would remain opan, bul additional vehicles will ba
prohibited from entering the roadway.

Wheel Tracks — A winter pavement condition when only the whesal tracks are bare/wel or
bare/dry. All other paved areas including tha centerling, between the wheal tracks, and
shoulders, are mostly snow of ice covered.

Whiteout Conditions - A weather condition in which wvisibility and contrast are severely
reduced. The horizon disappears complataly and there ara no referance paints at all,
leaving the driver with a distorted orientation. A whiteout may be due simply to extremely
heavy snowlall rales (as seen in lake effect canditions), or la ather laclors such as diffuse
lighting from overcast clouds, mist or fog, or a backaround ol snow cover.,

4.2 Winter Roadway Terms Provided to the Public via 5-1-1

The following lerms are used to describe wintar state hioghway drivina conditions (o the public
via the 5-1-1 Traveler Information System:

Good Winter Driving (green)
Slippery Streiches (purple)
Snow Covered (blue)

lce Covered (red)

Travel Nol Advised (black)
Mo Information (gray)

The 5-1-1 system provides information 1o the public via website (www.511wigov), 1elephane,
Twiten leeds and Facebook, The slalus of slate highway condiions during the winler sgason is
reporied daily by State Patrol troopers 1o their communication dispatch operators who
subsequently update the 5-1-1 ravaler informalion system. The color-coded terms are usad lo
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show those highway segments on the 5-1-1 stalewide highway map, which is illusirated in
Figure 4.1 below.

Figure 4.1: 5-1-1 Winter Road Conditions Map

Lastupdated on Friday, September 14, 2012 at 02:40:00 PM

4.3 Highway Condition Definitions

In the past, the term impassable was used (o describe highway conditions. That term was
determined to be ambiguous and has been replaced with the following three terms:

Travel Not Advised

A proactive measure to advise moltorists to refrain from traveling due to current conditions.
Triggers for field personnel to consider:

+ Quickly deteriorating road conditions
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Rate of snowfall and projected weather forecast (e.g. drop in temperatures)
Poorflimited visibility

Ability of public safety personnel (including tow services) to respond to incidents
Ability of county resources to maintain plowing operations

Multiple incidents occurring (e.g. vehicles in ditch)

Major incidents that cause significant roadway blockage/closures

Standing waler covering the entire highway.

- & @ & & & @

Triggers for supervisory consideration:

Recommendations from field personnel

Communication/coordination with counterparts (WisDOT/DSP/Sheriff/County
Highway Commissioner)

Should be used at a countywide level at a minimum

Caution against overuse — this term (Travel Not Advised) should only be used in
extreme conditions

Travel Restricted

A proactive measure to restrict public access to a segment of the highway by physically
blocking selected on-ramps (historically referred to as a “soft closure”). The mainline would
remain open. Collaboration is necessary among WisDOT Regional staff; State
Patrol/sherilf personnel, and county highway department staff. The DTSD Administrator
and DSP Superintendent’s offices will be notified through established procedures when this
DCCUrs.

Highway Closed

A proactive measure for a hard closure of the Interstate. Collaboration between the
WisDOT regional staff, State Patrol/sheriff, and the county highway commissioner is
necessary. Example: Closure due to flooding or a bridge out. The DTSD Administrator and
DSP Superintendent's offices will be notified through established procedures when this
DCCUrs.
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5 | COMMUNICATION AND COORDINATION PROCEDURES

In order to ensure that information is shared in a consistent and accurate manner when an
emergency event occurs, it is imperative that all responding agencies have a clear
understanding of inter-agency communication flows. The following flow charts and checklists
were created to illustrate the communication and coordination flows that will be followed during
adverse weather conditions. The communication and coordination flows are for the following
situations:

+« Motification of an Adverse Weather Event
+ County Reguest for Assistance
= Potential Interstate Restriction or Closure

The flow charts do not represent a hierarchy for responding agencies. Rather, the flow charts
are meant to illustrate the initial flow of communication among agencies and/or positions.

5.1 Notification of an Adverse Weather Event

For weather and natural disasters, the source of information is the National Weather Service (NWS)
providing Mational Oceanic & Atmospheric Administration (NOAA) based ‘Warnings' and 'Advisories’,
WisDOT (STOC, DSP & Regional Offices) and the county highway departments receive these
nofifications and weather data through a contracted weather provider, cumently Meridian.

The STOC is notified when the ‘Warning” and’or ‘Advisory’ classifications previously described
in sections 3.1 and 3.2 are issued by the NWS, The ‘Warning® and ‘Advisory” level notifications
are the “rigger-point” thresholds to the WisDOT STOC as described in the following sections.

5.1.1. Flow Chart — Notification of an Adverse Weather Event
The flow chart for Notification of an Adverse Weather Event is provided in Figure 5.1.
5.1.2. Checklist — Notification of an Adverse Weather Event

U NWS issues aweather ‘Warning' and/or ‘Advisory'.

O The WisDOT weather subscription provider {Meridian) sends an e-mail to the
STOC. The weather subscription provider also notifies the affected county
highway departments, State Patrol communication centers and the WisDOT
Region offices.

d Mo action will be taken in the event of a weather ‘Watch'.

J For NWS "Warnings' and/or ‘Advisaries’, the STOC documents the notification
and sends an e-mail notification to the Regional Incident Management
Coordinator (RIMC).

Q If warranted, the RIMC will contact the Regional Duty Officer (RDO).
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Figure 5.1: Flow Chart — Notification of an Adverse Weather Event

WisDOT Contracted Weather Provider

(Meridian)
L J
County WisDOT
High
Def::grt‘:'.aeits Statewide Traffic W1 State Transportation
Operations Center Patrol | System Development
(STOC) Posts Regions

Warning or
Watch Advisory
'r Mo action taken RIMC
!
RDO

5.2 County Request for Assistance

In the event that a counly requires assistance, the counties will first utilize any existing mutual
aid or assistance agreements before contacting WisDOT. This procedure is not intended to
supplant any existing mutual aid arrangements, but rather to provide an additional resource
from which a county can request support prior to ceasing operations.

Whether or not they are successful in procuring mutual aid assistance, the counties will inform
WisDOT of their request for assistance through the Area Maintenance Coordinator or the
STOC. If the call is received during normal business hours, typically the WisDOT Area
Maintenance Coordinator will be the initial contact; if the call is received after business hours the
contact will be the STOC.

Examples of situations in which the county highway departments may use this notification
procedure include, but are not limited to:

Snow plow driver hours being exhausted and plowing operations may need to halt.
Road treatment material is out or running low.

Maintenance issues have exhausted snow plow reserves (e.g., plow break downs).

Ice has created a situation worse than county resources can handle.

Flooding situation requires additional sandbags, signage, and traffic control equipment.
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5.2.1. Flow Chart - County Request for Assistance

The flow chart for County Request for Assistance is provided in Figure 5.2.

Figure 5.2: Flow Chart - County Request for Assistance

Counly Highway Department P — -

'

| Request for Assistance |

Mutual Aid Agencies

WisDOT Regional S
Office Notified by Aifter | Business
County Highway Dept Hours ! Hours |
- L. 4
w r
STOC Area
l Maintenance |—
Coordinator
RIMC e
RDO
{if necessary)

5.2.2. Checklist - County Request for Assistance

3 The county highway department contacts its existing mutual aid neighbors for
assistance.

O If mutual aid assistance is provided by a neighboring county, the county
highway department will inform the WisDOT regional office, usually through the
Area Maintenance Coordinator.

O If assistance was not provided by any of the neighboring counties, the county
highway department will contact the regional WisDOT Area Maintenance
Coordinator during regular business hours {or the STOC if after regular
business hours) and advise that they were not able to procure assistance.

O The STOC will contact the RIMC.
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The STOC will also contact the STOG supervisor during regular business hours
or the Bureau of Traffic Operations (BTO) on-call supervisor if after regular
business hours.

The RIMC will contact the county highway department and the WisDOT Area
Maintenance Coordinator (if available) to evaluate the situation and arrive at a
solution.

If unsuccessful at arriving at a soluticn, the RIMC will contact the RDO to
infarm them of the situation and attempt to locate assistance.

If the situation appears to be escalating to a multi-region or Area (Statewide)
level event, the RDO will contact the DTSD Division Administrator’s Office.

The DTSD Division Administrator's Office will follow the ETO Plan procedures
and initiate an internal Incident Command System (ICS) response.

5.3 Potential Interstate Restriction or Closure

This will occur when WisDOT, the county highway department, or law enforcement determines
that adverse wealther, traffic incidents, or any other event threatens to make travel on the
Interstate ‘Not Advised', ‘Restricted’ or ‘Closed'. Examples of times when WisDOT, the county
highway department or law enforcement may use this notification include, but are not limited to:

*  Whiteout Conditions
+  Snow Plow Driver Hours Exhausted
+ Heavy Snow and/or lce Conditions
+ Travel Mot Advised
+ Travel Restricted
+ Highway Closed
5.3.1. Checklist — Potential Interstate Restriction or Closure
O A law enforcement, highway or county highway department contacts the STOC
to inform them that a segment of the Interstate is in danger of being restricted
or closed due to adverse weather conditions.
The STOC contacts the RIMC, the DSP post communication center, the
affected county emergency communication center, and the Wisconsin
Emergency Management (WEM) Duty Officer.
The RIMC coordinates with DSP and/or local law enforcement and the county
highway department.
The RIMC and DSF will determineg if the situation appears to be escalating or if
maore than a local response is required. If the situation appears to be escalating
or if the situation appears to be out of the control of on-site personnel, the
RIMC will contact the WisDOT Regional Duty Officer.
The WisDOT RDO and DSP supervisor will follow the ETO Plan protocols and
initiate an internal |ICS response.
If the event appears to impact multiple WisDOT regions or has an impact
beyond regional control, the WisDOT Regional Duty Officer will contact the
DTSD Division Administrator's Office and the STOC. The DSP post supervisor
will contact the DSP Superintendent's Office.
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O The DTSD Division Administrator's Office, with the assistance from the RDO
and DSP, will follow the ETO Plan proceduraes and initiate an Area (Statewide)
internal ICS response.

U Inthe event WEM activates the state Emergency Operations Center (ECC)
Level 1 {full activation) or Level 2 {partial activation), the on-call WisDOT
WisHELPer and State Patrol representative will be contacted by WEM to report
to the state EQOC. A state EQC activation at Level 3 {(minimal activation) will
only require a WisDOT State Patrol representative to report.
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6 | PRE-EVENT AND OPERATIONAL BRIEFINGS

To facilitate consistency, a standard set of guidelines were developed for regional and statewide pre-
event and operational briefings that take place during the duration of an incident. Statewide briefings
are intended to provide situational awareness updates to the DOT Secretary’s Office.  Briefings are
arranged at the direction of the Administrator/Superintendant's offices. They are not to replace the
regional or statewide incident command response. In regard to adverse weather, consideration to
conducting a pre-event briefings should occur when one or more of the following threshaold trigger-
points are met;

(1} Adverse weather event predicted to last 15 hours or more
(2} Winter storm warning

(3} Blizzard warning

(4) Flood warning

6.1 Checklist - WisDOT Regional or Statewide Pre-Event or Operational Briefings

U The Mational Weather Service (NWS) regional office affected by an impending severe
weather event announce a scheduled on-line weather webinar.

0 WisDOT and county representatives attend the weather webinar.

O Initial considerations for conducting an internal WisDOT regional or statewide
teleconference are:

Two or more regions involved

Resource allocation being a major concern for more than one region
A single significant event that impacts our state

NOAANWS forecast of blizzard conditions

Forecasts of imminent large scale flooding

U Pre-Event or Operational briefing attendees:

Division of State Patrol (DSP) — Statewide

Superintendant, Colonel, Majors, STOC Lieutenant

Division of Transportation System Development (DTSD) - Statewide
Administrator, Deputy Administrators, freight representative

Office of Public Affairs (OPA)

Statewide RCM group representative

DTSD and DSP - Regions

Incident commander or unified commander, DTSD region directors, DSP Captain
and Lieutenant, DTSD on-call RDO

Statewide Bureau Duty Officer (SWEDO) on-call

WisHELPer on-call

DTSD Bureau of Highway Maintenance (BHM)

Director, engineer chief, meteorologist

DTSD Bureau of Traffic Operations (BTO)

Director, operations manager, state traffic operations supervisor, ETO manager,
support staff, control room manager or supervisor

U Briefings will be scheduled for a targeted 30-45 minutes, and all attendees will strive to
provide concise regional or assignment briefings.
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O There may be more than one regional or statewide briefing scheduled during an
operational period. The frequency will be determined by senior DTSD and DSP stafi.

O Discussion leading to additional planning or tactics should generally be refined off-line at
slatewide or regional planning meelings.

O All regional or statewide briefings will be facilitated by the STOC and conducted on a
taped telephone line.

4 Agenda ltems

Rall Call
Secretary's Office and'or DTSD and DSP Administrators remarks
Regional DTSD and DSP briefings
- Review current incident objectives
- Provide resource status report
- Discuss current strategies
- ldentify safety concerns and mitigation measures
- Planning efforts for next operational period
Burgau briefings (BTOQ, control room, BHM)
Mews release — statewide vs. Regional
State EQC briefing, if activated
Schedule next briefing
Secretary's Office (closing remarks)

O A briefing summary will be shared with all attendees via e-mail within one-hour of the
conclusion of the briefing.

U Briefing summaries are classified as “FOR OFFICIAL USE ONLY" (FOUQ) and will be
handled as sensitive information that is not to be publicly disclosed.

O The initiation of the Event Plan is the responsibility of the incident commander.
U The Event Plan is a joint effort between DTSD and DSP.

O An updated Event Plan will be prepared prior o the beginning of each new operational
period by the outgoing incident commander.
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7 | FLOODING ALERT PROCEDURE

7.1 Purpose

A procedure designed to proactively alert WisDOT regions of flooding threats that can
negatively impact the safety and mobility of the motoring public on 33 predefined highway
segments and 24 bridge segments of Wisconsin's Interstate highway system.

7.2 Procedure

0 When a Flash Flood, Flood, or Areal Flood "Waming' is received from iNWS {interactive
Mational Weather Service) via the STOC E-mail. the control room will review the
‘Waming' as it relates to the location of the pre-defined at-risk Interstate highway/bridge
segments.

U The control room will notify the affected State Patrol post and request that a trooper be
dispatched to that segment of Interstate highway to determine if flooding is occurring
over the roadway.

Q If flooding is occurring, the STOGC control room will contact the on-call Regional Incident
Management Goordinator {RIMG) with the details and request that they contact the Wi
State Patrol post and provide DTSD assistance.

O The STOC control room will contact the affected county emergency communications
center,

U If flooding is not already occurring, the DSP post will be requested to continue to
periodically monitor that segment of the highway until the threat diminishes.

O The control reom will provide the DSP and RIMC with iNWS decumentation that
supports the Flash Flood, Flood, or Areal Flood warning.

U The STOC control reom will log the incident into SINS (Statewide Incident Motification
System).

U The STOC control room will contact the DSP and/or RIMC with any updates to or
cancellation of the Flash Flood, Flood, or Areal Flood warnings and will make the
appropriate comments in the SINS.
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8 | PUBLIC INFORMATION

During adverse weather events, communication with the public is vital. To organize and execute
an effective and efficient response to adverse weather incidents, WisDOT will follow the
principles of the National Incident Management System (NIMS) and the Incident Command
System (ICS). ICS recognizes the important role of the Public Information Officer (PI0).

8.1 Overall Public Information Objectives

When a weather emergency event occurs, WisDOT must be able to quickly share information
internally and externally. WisDOT has several broad objectives when providing public
information to various audiences, including the news media, during incidents:

Provide accurate information

Provide timely information

Eliminate or minimize confusion

Establish and maintain good relationships with the public, media representatives,
stakeholders and all responding personnel and agencies

WisDOT media releases must be used anytime travel on the Interstate is not advised, when
travel is restricted, or when the highway is closed. Example media releases can be found in
Appendix A.

If more than ene region is affected, the public information effort needs to be coordinated
between the regional communication managers.

If an adverse weather event escalates to a statewide event, a Public Information Officer (PIO)
needs to be identified and work closely with the incident commander, per ICS guidelines.

8.2 Dynamic Message Signs and Portable Changeable Message Signs

There are times when the STOC is requested to place messages on Dynamic Message Signs
{DMS) or Portable Changeable Message Signs (PCMS} to alert motorists to adverse driving
conditions. Operators will consider the following information before requesting approval to place
the message from the STOC Control Room manager, on-call STOC supervisor, or STOC
manager:

1. Did the STOGC receive a request for signing from a law enforcement agency or county
highway department?

2. Is a Winter Storm Warning in effect for the county or area? If so, use the warning's
expiration time as a guide for how long to place the message on the DMS/PCMS units.

3. Has there been a significant increase in the number of traffic incidents in that county? In
particular, is the number of incidents unusually high for the time of day?

If all three criteria are met, notify the STOC Control Room manager and the on-call STOC
supervisor and request to display the following message on any available DMS and PCMS units
in the affected county until the Winter Storm Warning expires:
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+ Phase One; Adverse Conditions RBeduce Speed
* Phase Two: Travel Times

Note: Use of a DMS or FCMS unit to notify drivers of an incident will take priority over a
caulionary adverse conditions message.

8.3 Floodgate Messages on 5-1-1

A STOC Control Room operator may request to put either a statewide or county-level floodgate
meassage on 5-1-1 if the following criteria are met:

1. A weather Waming and/or Advisory has been issued, and/or:

a. The 5-1-1 Winter Road Conditions Map for the corresponding area indicates that a
majority of the highways are either: Snow Covered, lce Covered, or Travel Not
Advised.

b. There is a significant increase in the number of traffic incidents (even if not
blocking traffic).

c. State Patrol or other law enforcement agency requesls a floodgate message and
one or more of the above criteria are also met,

Note: Because of the frequency of lake effect snow wamings for the Lake Superior south shore
snow belt, floodgate messages for that area will be placed at the county level of all counties
identified in the waming, and will show either; Snow Covered, lce Covered, or Travel Not
Advised highway conditions on 5-1-1.

Floodgate Template: “As of (time/date) law enforcemeant is reporting adverse road conditions in
{much of the state, northern/southern part of the state, efc.). Motorists are encouraged lo slow
down and avoid travel when possible.”

The audio and text floodgate messages should be taken down when the Winter Storm Warning
expires or when DSP reports that conditions have improved.

8.4 Highway Advisory Radio

The Highway Advisory Radio (HAR) is intended to provide travelers with current traffic
conditions and alert them of any special events or incidents that are impacting traffic. Only the
STOC is authorized to place recorded messages on the HAR,

8.5 STOC Contact Information

STOC Gontrol Room, 800-375-7302 (Mote:This phone number is not for public use.)

WISCOM: DOTSTOC
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9 | ROLES AND RESPONSIBILITIES

The following sections describe the specific roles and communications expectations in the event
of an adverse weather event for these parties:

County Highway Department

WisDOT Statewide Tralffic Operations Center (STOC)

WisDOT Arga Maintenance Coordinators (AMC)

WisDOT Regional Incident Management Coordinator (RIMC)
WisDOT Regional Duty Officer (RDO)

Wisconsin State Patrol Communications Center

Wisconsin Highway Emergency Liaison Personnel (WisHELPer)
WisDOT Statewide Bureaus Duty Officer (SWBDO)

WisDOT Public Information Officer (PI10)

- ® B & & ® ® # @

9.1 County Highway Department

Role During Adverse Weather Events:

The County Highway Department is under contract to WisDOT to provide Interstate
highway maintenance and snow/ice removal. Specifically:

Monitor materials

Monitor driver hours

Receive direction from WisDOT Area Maintenance Coordinators
Coordinate with the STOC

- & & @

Communication Expectlations

County highway departments will communicate with WisDOT about Interstate conditions.
WisDOT requires that the following information be provided:

Interstate roadway conditions
Road treatment supplies status
Road clearing equipment status
Driver hours/availability status

- & @ @

The two primary points of contact for the counties are the WisDOT Area Maintenance
Coordinators during regular business hours and the STOC after regular business hours.

The county highway department will contact the Area Maintenance Coordinators and/or the
STOC when additional resources are required or if conditions are deteriorating on the State
highway system.

The county highway departments will continue to inform law enforcement dispatch and the
STOC about conditions that threaten State highway operations. The STOC will contact the
RIMC, if necessary. Examples of conditions warranting coordination and communication
include:

* Extensive black ice
+ Ramp closures
*  Snow drifts
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Blowing snow and/or whiteout conditions
Flooding

Dense fog

Fraezing fog

® 8 @ @

9.2 WisDOT Regional Area Maintenance Coordinator

Role During Adverse Weather Events

During an adverse weather event, the WisDOT Regional Area Maintenance Coordinators
{RIMC) provide direction to the county highway depariments.

Typically, Area Maintenance Coordinators work during normal business hours,

WisDOT Area Maintenance Coordinators are also in contact with the STOC and the State
Patrol when conditions warrant.

Communication Expectations

WisDOT Area Maintenance Coordinators are WisDOT's primary communications contacts
with the county highway departments.

WisDOT Area Maintenance Coordinators are responsible for contacling and coordinating
with the county highway departments prior to an adverse weather event,

WisDOT Area Maintenance Coordinators are expected to relay information to the STOC as
soon as possible if conditions are deteriorating.

The WisDOT Area Maintenance Coordinators monitors the adequacy of county resources
and reports any deficiencies to the WisDOT STOC.
9.3 WisDOT Regional Incident Management Coordinator (RIMC)

Role During Adverse Weather Events

The WisDOT Regional Incident Management Coordinator is to be WisDOT's first responder
during severe weather events affecting the state highway system.

RIMCs are the STOC liaison to the WisDOT Region office during adverse weather
‘Warnings® and 'Advisories’.

RIMCs attend Mational Weather Service (NWS) webinars for impending severe weather.

The RIMC will coordinate with county highway departments after regular business hours if
the counties need additional assistance or resources.

The RIMC will contact the Regional Duty Officer (RDO) if it appears that an incident
requires mare than a local response.
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The RIMC will collaborate with county highway departments and with the State Patrol
and/or local law enforcement when considerations are being made to restrict or close
segments of the Interstate.

Communication Expeciations

RIMCs are the primary communications contact for WisDOT during non-business hours
and serve as WisDOT's first responder from DTSD in the field.

The RIMCs are responsible for being the primary WisDOT Region office point of contact for
an adverse weather event.

RIMCs are responsible for relaying information to WisDOT Regional Duty Officers and the
STOC to inform them of problems or to help manage additional resources.

9.4 WisDOT Statewide Traffic Operations Center (STOC)

Role During Adverse Weather Events

The STOC provides timely and accurate information to travelers using field devices (DMS,
PCMS and HAR) and the 5-1-1 traveler information system.

The STOC:

+ Receives weather Warnings and Advisories from the WisDOT weather
subscriber, Meridian
Participates in the Mational Weather Service (NWS) weather webinars
Attends regional and statewide WisDOT pre-event and operational briefings for
impending adverse weather events.

+  Monitors the WisDOT closed circuit television (CCTV} cameras during adverse
weather events for quick identification of trouble areas.

+  When appropriate, places advisory messages on DMS, PCMS and HAR.

Communication Expeciations

STOC Control Room operators will monitor e-mails received from the WisDOT weather
subscriber (Meridian} and iINWS.

Weather Warnings and Advisories that impact the state highway system will be forwarded
via e-mail to the appropriate WisDOT Region RIMC e-mail list, and will be retained at the
STOC. (Note: State Patrol communications centers independently receive NWS Warnings
and Advisories.)

STOC will notify the appropriate State Patrol post when flood warnings received from iNWS
impact pre-identified Interstate and bridge segments.

The STOC control room, after regular business hours, will receive requests from counties
needing assistance during adverse weather events. The STOC will subseguently contact
the an-call RIMC to provide the requested assistance.

When a decision to restrict or close a segment of the Interstate system is made, the STOC
will contact the RIMC, State Patrol communication center, county emergency
communication center, and the WEM Duty Officer.
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The STOC facilitates communication among the:

STOC Control Room Manager

On-call BTO staff

WisDOT Regional Incident Management Coordinators (RIMCs)
State Patrol and other local law enforcement agencies
WisDOT Area Maintenance Coordinators

WisDOT Office of Public Affairs (OPA)

Regional Communications Managers (RCMs)

Wisconsin Emergency Management

Media outlets

Bordering state transportation departments (as appropriate)
Federal transportation agencies (as appropriate)

® & @ ® @ & & & & @ 9

9.5 WisDOT Regional Duty Officer (RDO)

Role During Adverse Weather Events

During adverse weather events, RDOs are responsible for conducting regular status check-
ins with the Area Maintenance Coordinators, Regional Incident Management Coordinators
(RIMCs), and the Statewide Traffic Operations Center (STOC).

ROO's will assist in locating additional resources, as neaded.

The RDO communicates situation status to the DTSD Division Administrator's Office, as
identified in the existing Administrators’ Office Notification Procedure outlined in Section
4.2 (page 16) of the RIMC/RDO Response Guidelines dated June 1, 2012,

Communication Expectations

During an adverse weather event, the WisDOT RDO, if activated, will be in contact with the
WisDOT Area Maintenance Coordinators and with the RIMC to monitor Interstate highway
conditions.

The RDO will communicate with the DTSD Division Administrator's Office when canditions
are deteriorating to the point of impacting multiple regions or require a statewide response.

The WisDOT RDO will do the following:

+  Work with the WisDOT Area Maintenance Coordinators and RIMC to ensura that
the information needed to maintain the Interstate system is being communicated.
+ Contact the STOC and the OTSD Division Administrator's Office if the WisDOT
Area Maintenance Coordinator and’or the RIMC reports a resource problem.
+ Request additional resources within the region and coordinate assistance with
the county.
Coordinate with the DSP post supervisor on the WisDOT response.
Manage the WisDOT internal Incident Command System (ICS) response.
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9.6 WisDOT State Patrol Communications Center

Role During Adverse Weather Events

Receives winter roadway condition reports from State Patrol troopers and populates the 5-
1-1 Traveler Information system map.

Communication Expeciations

The State Patrol has seven communication centers at posts throughout Wisconsin. Each
communication center is responsible for coordinating communications between the State
troopers and the counties in their region. During adverse weather events, the State Patrol
Communication Center will communicate with the WisDOT STQC, the Area Maintenance
Coordinator, and county sheriff and/or local law enforcement, as necessary.

9.7 WisDOT Wisconsin Highway Liaison Personnel (WisHELPer)

9.8

Role During Adverse Weather Events
The on-call WisHELPer will:

= Participate in WisDOT regional or statewide pre-event or operational
teleconference briefings during adverse weather events

= Report to the state Emergency Operations Center if it has been activated at
Level 1 or Level 2

e Assist WEM staff and other state EOC representatives by providing highway-
related information such as road closures, road damages, available routes for
emergency response personnel, and oversize-overweight permitting details

» Coordinate with the STOC to ensure that proper and consistent messaging is
being provided to the public

Communication Expeciations
Perform under the direction and authority of the Statewide Bureaus Duty Officer (SWBDQ)

Work directly with the state EOC State Patrol representalive to relay and confirm road
closure information,

WisHELPers communicate primarily with the state EOC structure, SWBDO, the WisDOT
Regional Duty Officer, the activated county EOC's, and the STOC.

Document WisDOT's activities into E-Sponder when assigned to the state EOC.

WisDOT Statewide Bureaus Duty Officer (SWBDO)

Role During Adverse Weather Events
The on-call Statewide Bureaus Duty Officer (SWBDO) will;

= Participate in WisDOT regional or stalewide pre-event or operational
teleconference briefings during adverse weather events

= Supervise and coordinate with the on-call WisHELPer assigned to the state
Emergency Operations Center (EOC)
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+ Marshal statewide resources and technical expertise as needed
+ Assist with managing the WisDOT internal Incident Command System (IC5)
response
Communication Expeciations
Coordinate with the on-scene WisDOT Regional Duty Officer.

The SWEDO will contact the STOC and the DTSD Administrator’s Office if the WisHELPer
reports a resource problem.

9.9 WisDOT Public Information Officer (P10}

Role During Adverse Weather Events
The PIC will;

+ Participate in regional or statewide pre-event or operational teleconference
briefings.

* Issue WisDOT media releases anytime travel on the Interstate is 'not advised',
‘travel is restricted’, or the ‘highway is closed'. (See sample media releases in
11.0.)

+ Monitor media coverage and analyze public information needs.

Communication Expectations
Timely dissemination or vital information to WisDOT's internal and external stakeholders.

If more than one WisDOT region is affected the public information effort needs to be
coordinated between the Regional Communication Managers (RCM).

If an adverse weather evenlt escalates to a WisDOT slatewide response, a Public
Information Officer (PIO) needs to be identified and work closely with the incident
commander per the guidelines of the Incident Command System.

Write and distribule media advisories, media releases and siluation reports.
Organize media conferences.

Record radio actualities/audio messages for telephone hotlines.

Handle media interviews and arrange for escort of reporters to restricted areas when such
visits are authorized,
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APPENDIX A — MEDIA RELEASE SAMPLES

Travel Mot Advised

@g Traffic Alert

Wisconsin Department of Transportation

Rorthwest Region Esu Caire Dfce Toritfreest Ragion Superior Difice

110 W Clsiremant Averce = Esu Clairs, Wl 54701 1701 M 4" Sirest « Superior, W1 S4B60
[715]) A3E-2891 = Fax [715) EM-2807 {715) 192-792% = Fax (715) Y52 -TEE]
o e TR0 ELBE i 24 Maderite 0L WA i s

December 11, 2010
FOR IMMEDIATE RELEASE

For more information. contact:
State Patrol Regional Post (listed on WisDOT Web sile) at

HVTCE:

Travel not advised tonight through Sunday in the entire state of Wisconsin
Heavy snow and high winds significantly impacting travel

MADISON - The Wisconsin Department of Transportation along with the
State Patrol is advising motorists not to travel on any Wisconsin highway now
through Sunday, unless absolutely necessary.

The National Weather Service has issued Winter Storm and Blizzard
Warnings in most counties around the state until Sunday morning. Heavy snow
combined with high winds and dangerous wind chills, has led to white-out
conditions in many areas, limiting visibility for motorsts, This storm will continua
to mowve through the state, with areas in the south and east expected to be
impacted throughout the pight and day on Sunday.

*Conditions continue to detenorate and it is becoming critically important for
vehicles to stay off the roadways,” said State Patrol Superintendent David Collins.
“We continue to monitor the highways, and will make determinations on whether

to keep them open to ensure the safety of the motoring public.”

Erawichng sl and efcsat fraasportadion m Aghilecd, Reros, Aevllald Bufelo Boinalt, Chgipews, Clvil, Dol
Ouanin, Sl Clande. lncicsnn . Frgsin, Pence. Poll, fusd, Seever, S5 Crods. Ty, Tremoasiess. and Aleshissrn cooniies
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Motorists who must travel are advised to monitor weather and road
conditions before leaving.

To check on the latest winter road conditions, call 5-1-1 or view this
information on the Web at 511wi.gov. Dial 911 only for emergency
situations.

Leave at least 500 feet of distance between your vehicle and a snowplow
or salt truck.

Make sure your gas tank is full and you have some food, warm blankets
and clothing in the vehicle in case of emergency. If you have a cell
phone, make sure it's fully charged and working.

Tell others about your travel route and itinerary, so that if you don't
arrive at your destination, they can contact law enforcement officers and
inform them where to lock.

Keep others informed if you're going to be late or encounter problems so
they won't worry neadlessly.

It's safer to travel with passengers and convoy with other vehicles than it
is to drive alone.

Remember, the spead limit is based on clear roads and dry pavement—
don't drive too fast for conditions.

Watch for slippery spots on bridges and overpasses.

Take note of mileposts, exit numbers or crossroads in case you slide off
the road or are involved in a crash so that law enforcement officers and
tow truck operators can find you.

If the storm makes driving too hazardous or if your car breaks down, stay
in the vehicle. Run your engine and heater for short intervals to stay
warm. Be sure to crack the window to avoid carbon monoxide build-up.

R

NOTE: Mews releises can be viewed on the Web al: wirw 0ot.wi.gov/ rews/indeshim.
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Travel Restricted

@5} Traffic Alert

Wisconsin Department of Transportation

RocThweest Eaglon Esu Claire Ofce M ifreest Ragion Superios OfMice

718 W Clalremont Aversie « Esu Clalrs, W1 50001 1701 M 4™ Shrest » Superior, W SLE50
(715] E36-2091 = Fam [715) B-2807 [71%) 192-790% = Fax (T15) 352-TEi 3
ma cibere AR sinde mi gid Al iw BARed el miun

Drate:

FOR IMMEDIATE RELEASE

For more information, contack:
Chris Quellette, WisDOT Communication Manager 715-820-8471

1-84 Travel Restricted
Heavy snow and high winds significantly impacting travel

MADISON - The Wisconsin Department of Transportation along with the
State Patrol is restricting traffic from entering I-94 between Hud=son and Tomah.

Motorists attempting to use the interstate should make altermnate plans,
however all highways are in hazardous condition. WisDOT will begin restricting
access to the interstate immediately and will continue until it is deemed safe to
travel.

Motorists on the interstate at this imea sheould begin to consider exiting and
finding safe shelters for the night.

WisDOT continues to advise against any travel on any Wisconsin highway
now through Sunday, unless absolutely necessary.

NOTE: Méws relaises Gin D vidwsd o0 the Web BT werw 300 mlg0v new s/ index. hitm.,

Frowiclng cale and sfcieal rearperistns = Ashlend, Asvan, Aevlipl, Bafals, Buormett, Chigyews, Clack, Dwagie,
Dunn, Ede Clbéte, dciion Fegen, Plerce, Poll. fusé, Sewyer, S8 Crofs. Taylr, Tresmpaibseu, and Wisshisen cnarsties
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Interstate Closed

@ Traffic Alert

Wisconsin Department of Transportation

Rocthwest Beglon Esu Claire Ofce Mcwtireest Ragion Supsrics OfMice

718 W Clainemont Averaie « Esu Claies, W1 50001 1701 M 4™ Shrest » Superaor, W1 SLEE0
(715] E3-2091 = Fan [715) B08-2807 [71%) 192-790% « Fax (T15) 390-T8 0
anicisie Moo siele i U A e Bkl ate miA
February 20, 2011

FOR IMMEDIATE RELEASE

For more information, contack:

Stale Patrol Regional Post 715-838-3800

Chiie Duellette, MW Region Communication Manager T15-528-34T1

Mutli vehicle crash on 1-34 in Eau Claire County

EAU CLAIRE - A multi vehicle crash on 1-94 in Eau Claire betwean WIS 37 and
WIS 93 has closed the interstate in that area.

The State Patrol and other emergency crews are responding to the crash and
motorists are being diverted off of the interstate. Eastbound traffic will exit at WIS
312 to easthound US 12 back to 1-94. Westhound traffic will exit at US 53 to
westbound US 12 to 1-94.

Motorists attempting to use the interstate between now and Menday
afterncon should make alternate plans, however side roads are also in hazardous
condition,

Haavy, blowing snow has reduced visibility on the highways and WisDOT is
encouraging no travel unless absolutely necessary as the storm moves through the
area.

ROTE: News relesses can be viewsd on the ‘Web st wew . dof slgov newsindes. fitm.

Prowichng sele and sificies) [reoTporises s Ashlend, Bersn, Becleld, Bufae, Bormefl, Chippess, Clark, Dol
Duifin, Fasl Claée, acikdan Fegen. Plevcs. Foll. B, Seeyer, S5 Crof. Taplor, Themnpeskas. and Wisshifann cnassties
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Road Condition Report

@ Traffic Alert

Wisconsin Department of Transportation

Rocthwest Beglon B Claire Ofce MicutPreest Rigion Superios Ofice

T8 W Clalramant Averaie = Esu Ciars, W1 5001 1701 W 4™ Shreet « Superior. W1 54850
(715] E36-2091 = Fan [715) 838-2807 [718) 192-790% « Fax (T15) 392-T8 3
il ickaine ORGP0l stabs Wi s gt icn BoiPdol ks wiim

December 12, 2010
FOR IMMEDIATE RELEASE

Chris Quellette, WisDOT Communication Manager 715-628-9471

Road conditions remain poor across Wisconsin
Travel still not advised across the state

MADISON - The Wisconsin Department of Transportation along with the
State Patrol would like to remind motorists that state highways remain in
hazardous condition.

While the roads may appear clear in places, they may be covered with ice or
ice packs. Also, due to the dropping air and road temperatures the remedies used
on the reads may not be as effective in keeping them clear.

Dangerous wind chills, and white-out conditions in open areas, along with
the snow and ice coverad roads will continue to make driving very difficult.
WisDOT advises against traval on any Wisconsin highway through the remainder of
the day, unless absolutely necessary.

To check the latest winter road conditions, call 5-1-1 or visit 511.wi.gov. Dial
9-1-1- only for emergency situations.

ROTE: M releises CAn D viewsd O Che Wel T werw, 008 | Qo) newny/indes hom.,

Prowichng sele and Sificieal [rREarTaOes = Ashlend, Baran, Bavlield, Buffye, Bornell, Chipgewa, Clack, Desagies,
Duinn, Esel Cheée, aiisoe Fegen, Perce, Polk, Busd, Sewyer, 5E Crob, Taplor, Trempesksss, snd Wisshiann Onossies
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Travel Restriction Lifted

@ Traffic Alert

Wisconsin Department of Transportation

Rocthwest Beglon Esu Claire Ofce Tcwtireest Ragion Supedon (¥ice

718 W Clainemont Aversie « Esu Claies, W1 50001 17001 M 4™ Shrest » Superioe, W SLEE0
(715] E36-20591 = Fan [715) B06-2807 [71%) 392-790% « Fax [T15) 752-T8i 3
tainiiere SASAOL sl mi i gt o BARdol. date mium

December 12, 2010
FOR IMMEDIATE RELEASE

Chnis Ouellette, WisDOT Communication Manager 715-528-9471

|-94 entrance restrictions lifted
Travel still not advised across the state

MADISON - The Wisconsin Department of Transportation along with the
State Patrol is remaving the restrictions to entering 1-94 betwean Hudson and
Tomah effective immediately. However, high winds continue to cause dnfting and
icing conditions on many roadways across the state.

With the dangerous wind chills, white-out conditions in open areas, and
snow and ice covered roads, WisDOT continues to advise against travel on any
Wisconsin highway through the remainder of the day, unless absolutaly necessary.

To check the latest winter road conditions, call 5-1-1 or visit 511.wi.gov. Dial
9-1-1- only for emergency situations.

i@

NOTE: Meéws neleises can De viewsd b0 he Web ol wew d0Lw1.0ov/ news/indes. him.

et ey e avd i, tanen = Asblany Bavvon, Recleld, Buffee Busrel?, Chipyees, Clark, Duagis,
Duesn, Edel ClBW e, leckiin Fegen, Pevoe, Poil. fusd, Sewyer, S8 Crof, Tayly, Tresnpoatiss, and Wirshise s crassiies
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Abbreviations used without definitions in TRB publications:

A4A
AAAE
AASHO
AASHTO
ACI-NA
ACRP
ADA
APTA
ASCE
ASME
ASTM
ATA
CTAA
CTBSSP
DHS
DOE
EPA
FAA
FHWA
FMCSA
FRA
FTA
HMCRP
IEEE
ISTEA
ITE
MAP-21
NASA
NASAO
NCFRP
NCHRP
NHTSA
NTSB
PHMSA
RITA
SAE
SAFETEA-LU

TCRP
TEA-21
TAB
TSA
U.S.DOT

Airlines fof America
American Association of Airport Executives
American Association of State Highway Officials

American Association of Stale Highway and Transportation Officials

Airports Council International-North America

Airport Cooperative Research Program

Americans with Disabilities Act

American Public Transportation Association

American Society of Civil Engineers

American Society of Mechanical Engineers

American Society tor Testing and Materials

American Trucking Associations

Community Transportation Association of America
Commercial Truck and Bus Safety Synthesis Program
Department of Homeland Security

Department of Energy

Environmental Protection Agency

Federal Aviation Administration

Federal Highway Administration

Federal Motor Carrier Safety Administration

Federal Railroad Administration

Federal Transit Administration

Hazardous Materials Cooperative Research Pro.gram
Institute of Electrical and Electronics Engineers
Intermodal Surface Transportation Efficiency Act of 1991
Institute of Transportation Engineers

Moving Ahead for Progress in the 21st Century Act (2012)
National Aeronautics and Space Administration
National Association of State Aviation Officials

National Cooperative Freight Research Program
Natrona] Cooperative Highway Research Program
National Highway Tratfio Safety Administration

Natfonal Transportation Safety Board

Pipelineand Hazardous Materials Safety Administration
Research and Innovative Technology Administration
Sooiety of Automotive Engineers

Safe, Accountable, Flexible, EfficienfTransportation Equity Act
A Legacy for Users (2005)

Transit Cooperative Research Program

Transportation Equity Act for the 21st Century (1998)
Transportation ReseaJCh Board

Transportation Security Administration

United States Department of Transpor1atio
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